


CONTENTS

O. Bormanis, L. Ribickis
Power Module Temperature in Simulation of 
Robotic Manufacturing Application  3

O. Tverda, O. Kofanova, O. Kofanov, 
K. Tkachuk, O. Polukarov, V. Pobigaylo
Gas-Neutralizing and Dust-Suppressing Stemming of Borehole 
Charges for Increasing the Environmental Safety of Explosion  15

K. Carjova, V. Priednieks, R. Klaucans, I. Irbe, A. Urbahs
Fractographic Study of Marine Diesel Engine 
Connecting Rod Stud Bolt Crack  28

I. O. Ohijeagbon, A. A. Adeleke, P. P. Ikubanni, T. A. Orhadahwe, 
G. E. Adebayo, A. S. Adekunle, A. O. Omotosho
Development of Methodology for Characterization of Surface 
Roughness of Solid Metallic Surfaces using Oil Slippage Method  43

F. Capligins, A. Litvinenko, A. Aboltins, 
E. Austrums, A. Rusins, D. Pikulins
Experimental Study of the Chaotic Jerk Circuit 
Application for Chaos Shift Keying  55

I. Yeremeyev, A. Dychko, V. Kyselov, 
N. Remez, S. Kraychuk, N. Ostapchuk
Methods of Fuzzy Set in Simulation for Predicting Unobserved 
States of the Ecological and Geoengineering Systems  69





EDITORIAL BOARD

N. Zeltins (Editor-in-Chief), A. Sternbergs (Deputy Editor-in-Chief),  
A. Ozols, A. Mutule, J. Kalnacs, A. Silins, G. Klavs, A. Sarakovskis, 
M. Rutkis, A. Kuzmins, E. Birks, L. Jansons (Managing Editor)

ADVISORY BOARD

L. Gawlik (Poland), T. Jeskelainen (Sweden), J. Melngailis (USA), 
J. Savickis (Latvia), K. Schwartz (Germany), A. Zigurs (Latvia)

Language Editor: O. Ivanova
Computer Designer: I. Begicevs

INDEXED (PUBLISHED) IN

www.scopus.com
www.sciendo.com
EBSCO (Academic Search Complete, www.epnet.com), INSPEC (www.iee.org.com).
VINITI (www.viniti.ru), Begell House Inc/ (EDC, www.edata-center.com).

Issuers: Institute of Physical Energetics,
Institute of Solid State Physics, University of Latvia
Registration Certificate Number: 000700221

Editorial Contacts:
11 Krivu Street, Riga, LV - 1006
Ph.: + 371 67551732
E-mail: leo@lza.lv
www.fei-web.lv



3

LATVIAN JOURNAL OF PHYSICS
AND TECHNICAL SCIENCES

2021, N 4

DOI: 10.2478/lpts-2021-0029

POWER MODULE TEMPERATURE IN SIMULATION 
OF ROBOTIC MANUFACTURING APPLICATION

O. Bormanis*, L. Ribickis

Institute of Industrial Electronics and Electrical Engineering
Riga Technical University,

12-k1 Azenes Str., Riga, LV-1048, LATVIA
*e-mail: oskars.bormanis@gmail.com 

The paper presents a lifetime consumption estimation model of 6 degrees of freedom 
industrial robot arm. The primary goal of the research is to provide estimated lifetime data of 
semiconductor power modules of robot axis power supply circuit, providing new opportunities 
for cost-saving, predictive maintenance, with highly customized input for different manufac-
turing applications. Evaluation of thermal stress and estimation of isolated gate bipolar transis-
tor current are completed, based on MATLAB model translating KUKA robot program code 
to electrical energy consumption, which is a novel approach. Energy losses are considered in 
the model to provide accuracy of the inverter load current. The simulation results prove that 
lifetime consumption depends on a robot application type, for more agile movement programs 
with large power amplitudes, such as handling, the degradation in power modules is significant 
compared to slower applications, such as gluing or welding. Various options for future devel-
opment are suggested and considered in the paper. 

Keywords: Industrial application, lifetime, mission profile, reliability robotics. 

1. INTRODUCTION

Selecting operating parameters of elec-
tric components is critical for electrical 
equipment. During the design phase, it is 
decided what derating method to apply for 
the required material types. Maximal val-
ues are selected to perform safely above the 
expected operational field life stress, pro-

viding a reliability improvement for mis-
sion-critical applications, either in a harsh 
environment, difficult to access or with high 
downtime costs. 

Due to high cost, there is a require-
ment for semiconductor power modules to 
decrease absolute maximum values and to 
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select the material which just barely exceeds 
the required parameters. As a compromise 
between cost and performance is required, 
knowledge and understanding of mission 
profile are of major importance. 

As manufacturing site development is 
becoming increasingly virtual, and with 
the introduction of virtual commissioning 
software, the mission profile is not just an 
assumption. Process flow and trajectories 
are set up in a virtual environment dur-
ing the design phase before deployment 
with programs as Delmia Robotics (Das-
sault Systemes) [1], RobotStudio (ABB) [2], 
Kuka.sim (KUKA AG) [3]. Output code is 
ready for upload on hardware on-site, as 
long as the code generation is completed, 
including the vendor-specific realistic con-
troller simulation module. Virtual machine 
plugin [4] is launched in a virtual commis-
sioning software environment to generate 
the same movement as a realistic controller.

In addition to trajectory and process 
simulation, energy consumption models are 

developed providing the team with data of 
expected power consumption of industrial 
robots and their tools through the manufac-
turing process. The model discussed in this 
paper is based on a robot programmed in 
KUKA robot language that further extends 
the possibilities of robot trajectory process-
ing to estimate the lifetime of robot semi-
conductor power modules depending on the 
intensity of movement program.

The paper investigates the impact of the 
realistic industrial robot mission profile on 
junction temperature and lifetime estima-
tion until failure. Robot axis drive inverter 
isolated gate bipolar transistor junction 
(IGBT) temperature is calculated from mis-
sion profile-specific data set available from 
the energy consumption model. The input 
of lifetime estimation model is IGBT junc-
tion temperature, where junction tempera-
ture swings accelerate packaging degrada-
tion due to thermal expansion coefficient 
mismatch between adjacent materials. 

2. SIMULATION STUDY

Simulation of energy consumption 
of industrial robots is a valuable tool for 
manufacturing site planning, as it is a tool 
for operation scheduling between mul-
tiple robots and trajectory planning for 
cost-effective production. Lifetime of the 
developed program is predicted 7 years of 
production, which is a common cycle in the 
automotive manufacturing industry; there-
fore, even minor efficiency improvements 
provide cost saving through the operating 
period. 

There is a relationship between energy 
efficiency and reliability, as more efficient 
power consumption profile is less demand-
ing for electronics of the robot power cir-
cuit. In addition, data from the model can 

provide other possibilities for reliability 
engineers considering the long-term perfor-
mance of the system. 

The novelty of the research is the cal-
culation of lifetime consumption for power 
electronics modules of industrial robot 
inverter, depending on the created robot 
program and trajectory. Electrical data are 
known from the mechatronic model of 
robot, and trajectory is generated by a real-
istic controller simulation module, degrada-
tion of components as well as maintenance 
intervals can be considered. 

Power consumption varies depending 
on the combined weight of tool and robot 
application type. It is assumed that degrada-
tion of components varies as well, due to the 
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increased thermal loading on power elec-
tronics components, accelerating wear-out 
of solder joints and bond-wires. More agile 
application programs (handling, clinching, 
spot-welding) move or align parts quickly, 
while slow programs are limited by process 
quality such as adhesive bonding or paint-
ing. Accelerating to higher velocity requires 
creating larger amplitude power consump-
tion peaks compared to lower velocity, and 
generates higher power peaks during decel-
eration as well. Increased kinetic energy 
provides larger recuperated energy during 
regenerative braking of robot axis motors. 

Sample of KUKA KR220 6-DOF 
industrial manipulator welding program 
was generated with the realistic controller 

simulation module and simulated in kine-
matic and mechatronic model with dif-
ferent tool mass and analysed for the pur-
pose of the research. Further simulation of 
handling, clinching and adhesive bonding 
(gluing) robot programs was conducted to 
review effects of various mission profiles 
on inverter semiconductor switch junction 
temperature.

Differences in simulated combined 
power consumption of robot motors during 
the same program with tool mass of 0 kg 
and 180 kg are shown in Fig. 1, resulting in 
a 5.9 % difference of average power con-
sumption. More detailed research of robot 
load weight effect on robot power con-
sumption is available in [4].

Fig. 1. Changing load weight effect on combined power consumption of  
industrial robot motors during sample welding program.

Mission profile translation from robot 
code to junction temperature of IGBT is 
required in order to estimate the lifetime 
of the power module. The model offers 
translation from movement path to electri-
cal energy consumed or generated values 
during the robot movement profile. System 
performance calculations are supported by 
a mathematical model, being able to trans-
fer data to and from virtual commissioning 
software through an application program-
ming interface. In addition to the transla-
tion mechatronic model flow, calculation 
of power losses in inverter and IGBT and 
calculation of IGBT junction temperature 
and temperature change are performed as 

shown in Fig. 2.
The trajectory in the applied model 

is generated by KUKA specific realistic 
controller simulation module. The output 
of trajectory calculation is a file with axis 
rotation values in degrees. The next step 
of calculations and further transformation 
to electrical power losses within the vir-
tual model of robot mechatronic hardware 
is supported by freeware Robotics Toolbox 
for MATLAB [5], [6]. Support of differ-
ential motion, 3D and 2D transformation 
functions from this toolbox is involved in 
data processing within the mechatronic 
robot model, providing an output of robot 
torque values. 
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Fig. 2. Structure of electrical power consumption in a mechatronic model of the robotic  
system including mechanical and electrical losses, with capabilities to simulate the thermal profile of  

inverter semiconductor hardware.

Translated torque values of the simu-
lated sample welding mission profile for 
each of robot axes through the program 
duration are shown in Fig. 3, being an 
input to further calculations in the model. 

The torque of axes 1–3 is higher, as they 
have to move more weight through move-
ment, while axes 4–6 have to move signifi-
cantly less weight; therefore, less torque is 
required.

Fig. 3. The plot of translated axis torque values of six degrees of freedom industrial  
robot program code completing welding operation.
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 Graphics functions, kinetic and 
dynamic models are just some of the options 
provided by the toolbox. 3D visualization is 
integrated into the model presented in this 

paper to review the specifics of analysed 
movement and support path planning and 
optimization research (see Fig. 4-a). 

 

                                            (a)                                                                     (b)

Fig. 4. Sample visualization of V-REP of robot program generated by the realistic controller simulation module 
with an imported 3D model of the manipulator (a). Typical layout of industrial robot system with single supply 

during regenerative braking dissipating energy in brake chopper (b).

Torque translation of robot movement 
axis without any mechanical losses is an 
input to a robot mechanical model, where 
additional losses such as friction, inertia, 
gear losses are considered and calculated 
[7]. Multiple robot models are supported, 
with their mass data available for robot 
links.

 Tool weight and mass center are con-
sidered in simulation, affecting the instanta-
neous torque values of robot motors, since 
increased weight requires more electrical 
energy to accelerate to the same velocity, 
and generates more electrical energy during 
deceleration. 

Mechanical torque with losses from 
robot drive is supplied as an input data to 
an electrical model of the selected industrial 
robot. Stator resistive losses, iron and cable 
losses of permanent magnet synchronous 
motors are considered at this stage of cal-
culations.

After electrical losses of motors are 
added, all of the required input data to 

simulate electric cabinet (see Fig. 4-b) of 
the industrial robot are available. Cabinet 
simulation includes motor current, DC bus 
voltage, current energy stored in the capaci-
tance of DC bus, brake chopper status and 
losses, as well as inverter and rectifier 
power losses.

As shown in Fig. 5, combined motor 
current consumption from DC bus peaks 
during acceleration, and is zero during 
deceleration, since no current is consumed 
when decelerating. The robot is keeping the 
angular position of its axes during six spot 
welding operations by holding motors in a 
fixed position for 0.6 seconds. Depending 
on the gravity force at each location, more 
or less current will be consumed during 
standstill. 

Simulated electric cabinet of an indus-
trial robot is a rectifier-inverter permanent 
magnet synchronous motor drive system 
with DC link, supported by external capaci-
tance for energy storage and brake chopper 
for overvoltage protection. Voltage is recti-
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fied by KUKA Power Pack (rectifier unit) 
and inverted by KUKA Servo Pack (invert-

ers), which return rectified voltage to DC 
link during regenerative braking.

 

Fig. 5. Current in DC bus of the simulated system during sample welding operation  
with six scheduled spot-welding operations. 

Each motor of the robot has its own 
inverter to control its operation, as shown in 
the principal power supply layout of KUKA 
industrial robot in Fig. 6. Six inverters are 
grouped in two KUKA Servo Pack units 
by the rated current. Axes 1–3 are supplied 
by inverters with the rated current of 40 A, 
while the rated current of inverters that sup-

ply axes 4–6 is 20 A. This separation in 
groups is done since the load on the first 
three axes is significantly higher, as they are 
supporting the weight of the robot, tool and 
load. Axes 4, 5 and 6 control the approach 
angle of the tool and could be considered 
for fine-tuning of the movement. 

Fig. 6. Power supply circuit of KUKA industrial robot, including 2 KUKA Servo Pack  
modules to support the drive of robot axes.

For junction temperature estimation, the 
electrical losses of motors and input voltage 
of the DC bus change in time during robot 
movement are considered a mission profile. 
It contains data of current consumption for 
each of 6 degrees of freedom robot axis 
electric motors, as the motor current is sup-
plied directly through semiconductor power 
modules of the inverter. 

While mission profiles have the same 

constraints to maximal current consump-
tion limited by hardware, different indus-
trial robot applications will result in chang-
ing acceleration or deceleration slopes, 
duration, and other key parameters. In the 
presented model, the mission profile con-
sists of six robot axis motor current con-
sumption data in millisecond steps, through 
robot program duration. See sample motor 
current profile of each robot axis in Fig. 7-a.
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                                                   (a)                                                                                    (b)

Fig. 7. The current of robot motor supplied through inverters of each robot axis (a).  
Inverter IGBT losses as a function of input power (b).

The current model evaluates inverter 
performance data to determine and esti-
mate the lifetime of electronics hardware. 
Isolated gate bipolar transistor power losses 
are inverter power level dependent – higher 
power consumption leads to higher losses 
at semiconductor power modules. IGBT 
losses relationship to input power is illus-
trated in Fig. 7-b. Switching and resistive 

losses are estimated from the motor current 
of each axis considering the defined effi-
ciency values, as shown in Eq. (1). In this 
model, anti-parallel diode efficiency is not 
separated from the power module. Constant 
KUKA Servo Pack operating losses not 
related to isolated gate bipolar transistors 
are included in the inverter power loss cal-
culation model as well.

   (1)

where
 – power consumption for each axis after addition of inverter losses (in W); 

 – power consumption for permanent magnet synchronous motors of the robot for each 
axis (in W); 

 – motor current supplied through an inverter for each axis (in A); 
 – rated power consumption of KSP for each of 6 axes (in W); 
 – rated current of KSP (in A); 

 – efficiency loss of KSP inverter not related to IGBT per inverter unit;
 – efficiency loss of KSP inverter related to IGBT per inverter unit;

 – KRL program duration (in ms).

Further transformation of mission pro-
file data is achieved by translation of instan-
taneous IGBT module electrical power 
losses to junction temperature, through the 
electro-thermal model of the semiconduc-
tor power module. To supply a motor of one 
robot axis, six modules are required and 
are considered equal regarding the distribu-

tion of power losses and other parameters 
through this model. Rated current and volt-
age values of industrial robot power mod-
ules can reach 75 A, 600 V. Material pack-
age type will affect the model outcome, as 
it must be able to withstand high junction 
temperature and dissipate high power in 
losses. 
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In the electro-thermal model, forced 
airflow from cabinet fan stabilizes ambi-
ent and heatsink temperatures. Total power 
losses at the IGBT module and anti-parallel 
diode are considered and included in IGBT/

diode junction temperature calculation as 
shown in Eq. (2). It includes values of vari-
ous thermal impedances of the module from 
junction to ambient environment. 

   (2)

where
 – junction temperature of IGBT/diode of robot axis drive inverter (in °C);
 – the ambient temperature of power module in KUKA Servo Pack (in °C);

 – combined power loss of IGBT/diode module (in W);
 – thermal impedance of power module from junction to the case (in °C /W);
 – thermal impedance of power module from case to heatsink (in °C /W);
 – thermal impedance from the heatsink to ambient environment (in °C /W);

 – KRL program duration (in ms).

Parameters for simulation are obtained 
from technical datasheet. If the thermal 
impedance value of anti-parallel diode is 
available in the datasheet, it allows improv-
ing the accuracy of the model. Degradation 
of IGBT can be considered in the thermal 
model to improve accuracy as well [8]. 
Heatsink time delay is not considered in the 
current translation to junction temperature.

Wear-out of IGBT can be estimated 
from junction temperature data. Bond-wire 

damage and die-attach solder fatigue are 
common failure modes [9]–[11] acceler-
ated by thermal cycling [8] in the field life 
or during accelerated testing, as they are 
caused by thermal expansion coefficient 
differences in package materials, leading 
from micro-cracks to eventual failure. Die-
attach solder joint and bond-wire damage 
are linked, as degradation of a die-attach 
joint, lead to failure of bond-wire [12], [13]. 

3. MISSION PROFILE AND JUNCTION TEMPERATURE

Analysis of simulation results con-
firms a relationship between mission pro-
file power consumption and robot motor 
inverter IGBT junction temperature. Two 
scenarios were reviewed during the research 
presented in this paper – changing tool mass 
and robot application type.

Junction temperature was compared 
simulating the same welding program mis-
sion profile and modifying tool mass. It was 
expected that heavier load will increase the 

junction temperature of IGBT modules. As 
shown in Fig. 8, the suggestion was con-
firmed and operating the same profile with 
heavier tool increased junction tempera-
ture. Axes 1–3 revealed a more significant 
increase in junction temperature as these 
axes are affected the most by the increase 
of tool weight, while robot axes 4–6 are 
less affected by the increased weight, due to 
the role of approach angle positioning and 
being less affected by the pull of gravity.
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Fig. 8. Simulated IGBT junction temperature comparison of industrial robot  
with various weight tools performing spot-welding program.

IGBT junction temperatures of multiple 
six degrees of freedom industrial robot pro-
grams were simulated and analysed, chang-
ing the type of robot program. The expecta-
tion of this research is to confirm that more 

agile robot programs with overall higher 
velocity and power consumption lead to 
increased junction temperatures in robot 
hardware. See Table 1 for more detailed 
data of simulated robot programs.

Table 1. Detailed Data of Simulated Various Application Robot Programs

Program name Duration [s] Tool mass [kg] Average power [kW] Program description
Handling 10.25 125 3.70 High velocity
Clinching 9.31 50 2.45 High velocity, stop & go
Spot welding 13.66 180 2.65 High velocity, stop & go

Adhesive  
bonding 11.10 50 2.12

High approach velocity; 
low velocity, high  

precision dispensing

Designed characteristics of handling 
program are to change location from home 
location to load pick-up area with the high-
est velocity, i.e., transport load to process-
ing point, unload, and return to a home 
position. Access of loading area is easy and 
does not require a lot of positioning angle 
adjustment. Handing operation is agile, 
with high velocity, to avoid creating any 
production bottlenecks.

Simulated clinching operation is simi-
lar to handling program – agile and with 
high velocity when moving between pro-
grammed points. It has five scheduled stop 
and wait commands through the program to 
support the clinching operation of the robot 
tool. Access to operation spots is sophisti-
cated and requires extensive positioning 

angle adjustment.  
Spot welding is agile and with high 

velocity as well, since moving from one 
weld location to other is expected to be 
done as quickly as possible to increase pro-
duction output quantity. It has 6 scheduled 
welding spots as mentioned earlier. The 
main difference between spot welding or 
clinching from handling operation is more 
acceleration from complete standstill due to 
multiple processing points.

Adhesive bonding robot profile is 
designed manufacturing process speed-
sensitive. The robot is approaching gluing 
location quickly, then moves the glue dis-
pensing tool with process-safe velocity and 
returns to home location as soon as the glue 
application is complete. 
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IGBT junction temperature reaches 
higher values for programs with higher 
robot velocity – handling, clinching, also 
spot welding, as shown in Fig. 9. Tempera-

ture peaks during acceleration of axis motor 
remain steady during steady operating 
speed and cool down when the axis motor 
is stopped. 

Fig. 9. The simulated IGBT junction temperature of each robot axis during sample robot programs  
in various applications – handling, clinching, adhesive bonding, welding.

To estimate degradation of IGBT mod-
ules of industrial robot inverter due to mis-
sion profile, calculation of thermal swing 
ΔTj is required. Data from simulated robot 
programs are further translated, revealing 
the mission profile potential impact on the 
remaining lifetime of the semiconductor 
switch.

As shown in Fig. 10, the gluing opera-
tion has the least number of significant 
junction thermal cycles and amplitudes for 
robot axes are smaller, since just approach 

and return to home are completed at high 
velocity. Graphs of welding and handling 
operation quantity and amplitudes of ther-
mal swing confirm that higher velocity 
mission profiles have larger and more sig-
nificant junction temperature amplitudes. 
Comparison of simulated clinching pro-
gram reveals that not only velocity is a fac-
tor of thermal degradation, but also start 
and stop cycles, since it includes multiple 
cycles to a standstill.

Fig. 10. Number of thermal swing amplitudes and cycles during simulated programs  
of sample robot applications. 
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4. CONCLUSIONS

The novel capability of IGBT junction 
temperature, thermal swing quantity and 
amplitude simulation has been added to the 
mechatronic system model of six degrees 
of freedom industrial robot. Introduced cal-
culations are intended to be used for IGBT 
lifetime reduction evaluation regarding var-
ious mission profiles translated from robot 
program code. 

While verification of current junction 
temperature results with field data is not 
completed, the current model already pro-
vides an opportunity to quickly test various 

remaining lifetime improvement concepts 
and highlight impact factors such as tool 
mass, stop-to-standstill cycles, program 
velocity, average current consumption, and 
others. Predictive maintenance schedule 
on-site can be adjusted depending on the 
robot program profile, as not all hardware 
has degraded equally.

Development of lifetime consumption 
models and lifetime distribution based on 
the developed mission profile translation is 
scheduled as future work to continue this 
research. 
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The problem of environmental pollution during the explosive destruction of rocks in order 
to extract minerals is solved in the article. Two types of borehole charge stemming design have 
been developed, which, in addition to the function of locking the products of the explosion, 
allow completely neutralizing harmful gases. The first type is the stemming design, which 
includes the two-stage purification of harmful gases, formed during the explosive destruction 
of rocks, and is based on chemisorption of gases by quicklime or production waste and physi-
cochemical sorption (adsorption) by zeolites. Such stemming can provide complete chemical 
neutralization of NO2 and CO2, as well as neutralization of CO by zeolites, during the explo-
sion. The second type is stemming design, which includes chemisorption of gases by slaked 
lime. This type of stemming has a number of advantages over the previous one. It can not only 
provide complete chemical neutralization of NO2, CO2 and CO, but also allows abandoning 
zeolites, which significantly reduces the cost of its formation to obtain the effect of “irrigation” 
of the dust and gas cloud, which reduces the concentration of dust in the air after the explosion 
to provide a higher degree of conversion. The paper determines quantitative and qualitative 
characteristics of the adsorbent composition of the two types of stemming depending on the 
type of explosive, the amount and type of harmful gases formed during explosion, and the 
parameters of the borehole.

Keywords: Borehole charge, environmental pollution, explosion, explosive, harmful 
gases, neutralization of gases, stemming.
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1. INTRODUCTION

The mining industry is one of the main 
industries in many countries of the world. 
During the extraction of solid (strong) min-
erals, blasting operations are an integral 
part of the preparation for excavation. A 
large volume of gas and dust is produced 
during the blasting operation, especially in 
quarries, and then released into the atmo-
sphere (Table 1). Commercial explosives 
are the major sources of pollutants. There 
is maximum detonation energy for destruc-
tion of the rock mass and minimum of 
harmful gases if the oxygen equilibrium 
of the explosive is zero. If the oxygen bal-
ance of the explosive deviates from zero 
gases caused by detonation can appear in 
the form of steam, carbon dioxide, nitrogen 
and some toxic and harmful gases, such as 
nitrogen monoxide, nitrogen dioxide and 
carbon monoxide [2].

During the interaction between oxides 
of nitrogen (except NO) and carbon (IV) 
oxide with water vapor, aerosols of nitric, 
nitrous and carboxylic acids are formed, the 
deposition of which on the soil leads to an 
increase of nitrates, nitrites and carbonates 
in it, and during entering water bodies – to 
acidification of water. Oxidizing hemoglo-
bin to methemoglobin, nitrates and nitrites 
disrupt its transport function. Carbon (II) 
oxide, in turn, causes poisoning of the body 
due to the formation of carboxyglobin in 
the blood and thereby blocking the trans-
port of oxygen. Carbon dioxide is one of the 
greenhouse gases and is involved in global 
warming [3].

It should be noted that the simultaneous 
formation of harmful gases and dust during 
the explosion is accompanied by the adsorp-
tion of these gases by the developed sur-
face of dust particles [4]. These toxic gases 
pollute the mining area and its adjacent 

environment, which can endanger humans 
(workers), animals, and plants. A new blast-
ing pattern and the controlling methods for 
the pollutants, especially by changing the 
stemming materials and length, can provide 
a safe environment for the ecosystem [2].

It is known that the efficiency of the 
explosion is largely determined by the 
parameters of the stemming [5]. Its volume 
and quality determine the level of explo-
sive energy using to destroy the rock mass, 
the uniformity of rock mass fragmentation, 
as well as the volume of the dust and gas 
cloud [6]. The main purpose of stemming 
is to lock the products of the explosion reli-
ably for a time until the secondary reactions 
of detonation decomposition of the explo-
sive are carried out, and the energy of the 
expanding gases is converted into mechani-
cal work of destruction and moving of the 
massif. Along with regulating the intensity 
of rock crushing, stemming should pre-
vent premature gas ejection from the bore-
hole, which is accompanied by incomplete 
decomposition of explosion products and 
leads to an increase in toxic components in 
the gas mixture, destruction of the wellhead 
with uncontrolled scattering of individual 
pieces of rock [5].

As a result of numerous studies, it has 
been established that the behaviour and 
efficiency of stemming during mass explo-
sion depend on the physical and mechani-
cal properties of the stemming material, the 
size of its particles, compression, friction 
with the walls of the charging cavity etc. 
[7].

A significant number of scientific papers 
are devoted to the choice of rational design 
and material of stemming [7]–[26]. How-
ever, mainly the stemming designs, which 
create the maximum resistance to the ejec-
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tion of explosive products, are presented in 
these papers. At the same time, not enough 
attention is paid to the ejection of detona-

tion products into the atmosphere through 
the stemming material [8].

Table 1. Estimated Emissions of Harmful Gases from Blasting Operations  
for the Extraction of the Most Common Minerals in the World

Mineral

2019 World production (according to 
Mineral Commodity Summaries 2020 – 

USGS, University of Waterloo)

Specific 
consumption 
of explosive, 

kg/m3 [1]

Volumes of 
explosives use/
average value, 

millions of kilo-
grams

The amount of harmful 
gases (for example, an 
explosive – Granemit 

I–30), millions of litersmillions of 
metric tons millions of cubic meters

Gravel 50000 18519

0.
7–

1.
4

12963–25927
19445

CO2 1516710
CO 525015
NO2 4083

Iron Ore 2500 481 337–673
505

CO2 39390
CO 13635
NO2 106

Bauxite 500 200 140–280
210

CO2 16380
CO 5670
NO2 44

Lime 430 154 108–216
162

CO2 12636
CO 4374
NO2 34

Gypsum 140 64 45–90
68

CO2 5304
CO 1836
NO2 14

In particular, in [9] it has been estab-
lished that proper application of air-decking 
and stemming plugs may enhance explo-
sive energy utilization to a good extent. 
The developed stemming plug has acronym 
SPARSH and can effectively be used with 
air-decking. Further, SPARSH does not 
restrict the type of stemming material and 
stemming length.

The authors of [10] propose using a 
shortened to 7–14 diameters of the charge 
stemming with an air gap under it, which 
allows you to qualitatively crush the upper 
part of the ledge and improve rock frag-
mentation in general. In [7], it is noted 
that increasing the intensity of rock crush-
ing during explosion can be achieved as a 
result of application of scattered stemming, 
which provides not only tight locking of the 

detonation products in the charging cavity, 
but also the activation of gas-dynamic pro-
cesses in the stemming material due to the 
creation of air gaps in it and the formation 
of inert rigid inserts.

The authors of [5] have set the depen-
dence between the stemming effectiveness 
and the shape of its lower end, and size of 
the air gap between the stemming and the 
explosive charge. Yurchenko in [6] pres-
ents the stemming design based on the use 
of a rubber stopper with an anchor device. 
Vorobiov [8] substantiates the effective-
ness of combined stemming use in borehole 
charges with the location in it the S-shaped 
line of the detonation cord.

A significant number of scientific 
papers are aimed at substantiating the most 
effective stemming material for blasting 
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boreholes. In particular, study [11] aims at 
assessing the impact of drill cuttings use as 
stemming on blasting results. The screened 
drill cuttings having size of 3–7 mm have 
provided the improved blasting results in 
terms of reduced gas ejection, less dusty 
environment, less fly rock, better fragmen-
tation, loose muckpile and reduced explo-
sive consumption.

The authors [12] argue that a correct 
material and size (length) of stemming can 
theoretically be determined if the detonation 
wave is known. In the case that the detona-
tion wave is not available, it is suggested to 
follow some basic rules. First, it is better to 
choose a stemming material the impedance 
of which is greater than that of the explo-
sive. Second, the stemming must be long 
enough to allow the detonation wave to be 
kept in the blast hole much longer than the 
total detonation time after the detonation is 
completed.

The three new stemming plugs are 
designed based on literature review and 
onsite observations by Atta Ur Rehman. 
In terms of ease of operation and utiliza-
tion plastic molded stemming plugs have 
been better than quick setting cement and 
air-plugs. From the economic point of view, 
quick setting cement has been the best one. 
All of the stemming plugs have reduced the 
volume of secondary blasting [13].

In [14], the effect of different stem-
ming types on the results of the explosion 
has been researched. Stemming types have 
been ranged from sand to various sized 
limestone. Use of different particle sizes of 
stemming material has shown a significant 
decrease in stemming ejection velocity than 
the use of increased particle sizes.

In [15], the developed plaster stemming 
method is researched and compared with 
the usual dry drill cutting stemming method 
for surface blasting in quarries. Dry drill 
cuttings eject very easily from blast holes 

without offering much resistance to blast 
energy. The plaster stemming method has 
been found to be better than the drill cut-
ting stemming method due to the increased 
confinement inside the borehole and better 
utilization of explosive energy in the rock. 
The main advantage of the new stemming 
method is the reduction in the cost of blast-
ing.

The recording of the blasting with the 
high-speed camera during testing surfac-
tants as stemming has allowed observing 
the behaviour of these mixtures. The “mush-
room effect” during blasting has shown that 
the mixture is able to retain dust closer to 
the ground, avoiding vertical dispersion and 
subsequent transport due to wind. The addi-
tion of glycerin to the mixture in the labora-
tory has proven to improve the surfactant 
characteristics, so its use has been recom-
mended [16].

The authors [17] have developed stem-
ming, which consists of a low-density 
porous material and a layer of drill cuttings. 
The aim of low-density porous stemming 
use is to enhance the explosive effect and 
the possibility of dust suppression. After the 
borehole is loaded with explosive, the space 
above the charge is filled with foam gel in 
the sleeve, the top of the sleeve is filled with 
drill cuttings. Improved explosive effect 
is explained by the fact that the propaga-
tion velocity of the stress wave has a finite 
value, and, depending on the blockiness of 
the massif, amounts to 800–3000 m/s in the 
rock, 330 m/s in air, and 1500 m/s in water, 
and in the low-density composition only 
30–50 m/s.

However, the known designs of stem-
ming are aimed to a greater extent at 
improving the efficiency of blasting. Such 
stemming makes it possible to partially 
reduce dust emissions, but does not neutral-
ize harmful gases. Developed designs of 
stemming, which focus on their shape and 
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size, and which do not take into account the 
quality of the stemming material in terms 
of the ability to adsorb harmful gases, are 
not able to reduce the man-caused load on 
the environment from a mass explosion. 
Attempts to solve this problem have been 
made by the authors of [18]–[26].

In [18], it has been proposed to neutral-
ize harmful gases using slaked lime directly 
in the stemming above the upper end of 
the charge. The authors of [4] present the 
results of experiments to reduce the level 
of hazardous emissions into the atmosphere 
during mass explosions due to the use 
of aqueous stemming with an admixture 
of steaming solution containing calcium 
hydroxide Ca(OH)2. Due to this impurity 
coagulation of dust particles and partial 
neutralization of toxic gaseous substances 
are achieved. The optimal concentrations of 
this solution in internal, external and com-
bined stemming are determined.

The authors of [19] have developed a 
method of dust and gas suppression dur-
ing mass explosions using solid stemming 
moistened with an aqueous solution of a 
carbonic reagent with a concentration of 
1–2 wt. %, and a protective screen in the 
form of a moistened layer of rocks on the 
surface of the block. The authors [20] pro-
pose adding to the composition of the stem-
ming material salts of alkaline earth metal. 
The addition of salts of alkaline earth metal 
will reduce more than 3 times the yield of 
nitrogen (II) oxide and nitrogen (IV) oxide 
and more than 2 times carbon (II) oxide dur-
ing the explosion. The presence of a plasti-
cizer allows for the formation of different 
shapes of the stemming, which makes it 
possible to significantly expand the scope 
of its application. Katanov and Skachilov 
[21] have proposed filling the space above 
the explosive charge column with a low-
density composition.

The authors of [22] have conducted 

extensive experimental research of different 
types of stemming. Higher quality of lock-
ing of explosion products by the combined 
stemming with the embedded element in 
comparison with the backfill stemming has 
been confirmed. Leschinsky has developed 
the design of a universal combined stem-
ming, the spacer element of which is a con-
crete cone, which is installed in an explo-
sive borehole on the backfill site where 
drill cuttings are placed [23]. In [24], it 
has been proven that during the layer for-
mation of the combined stemming with 
alternating layers of drill cuttings and ele-
ments of stone material the resistance of its 
emission by the pressure of the explosion 
products increases sharply, which allows 
you to reduce the length of the stemming by 
half. Several types of stemming have been 
developed in [25], in particular: incomplete 
stemming (with a reduced mass of stem-
ming material), step stemming (the stem-
ming material is scattered in sections by air 
gaps) and closing charge.

In [26], algorithms for calculating the 
effect of explosive auxiliary materials on 
the oxygen balance of the system “explo-
sive – auxiliary materials” are proposed. 
The influence of auxiliary materials on the 
enthalpy of the explosion process and the 
composition of the explosion products is 
shown on the example of Gramonite 79/21.

As a result of the analysis of technologi-
cal and design solutions according to exist-
ing methods of stemming borehole charges 
the following should be noted. Stemming 
with an improved shape or inert gaps along 
the length or between the stemming and the 
charge is aimed at increasing the efficiency 
of the technological process and does not 
take into account modern requirements for 
the air of the working area and surrounding 
areas. In addition, its formation in borehole 
is quite time consuming. Liquid stemming, 
in addition to being expensive in terms of 
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component composition, requires the man-
ufacture of special tanks and fasteners to 
form it in boreholes. Stemming in the form 
of a closing charge is used in cases when 
the upper part of the ledge is composed of 
stronger and denser rocks in comparison 
with its lower part. The use of such stem-
ming leads to crushing, sometimes removal 
of the lower part of the ledge and subsid-
ence of the upper dense part without any 
destruction. There is a danger of an air 
shock wave inherent in blasting without 
stemming. Therefore, the development 
of universal stemming, which would pro-

vide the necessary fractional composition 
of rock mass, a high level of environmen-
tal safety during explosive destruction of 
rocks, with low labour and financial costs, 
is an urgent scientific and practical task. The 
analysis has shown that attempts to reduce 
the man-made load on the environment dur-
ing the explosion due to the rational choice 
of explosive do not provide the necessary 
results. The choice of explosive with higher 
environmental performance causes unsatis-
factory results of the explosion (a signifi-
cant amount of oversize, thresholds on the 
sole of the ledge, etc.) [27].

2. THEORY

Based on the possible composition 
of the dust and gas cloud (CO, CO2, NO, 
NO2), the authors have developed a stem-
ming design [28], which involves two-stage 
cleaning of harmful gases during the pro-
cess of explosive destruction of rocks and is 
based on chemisorption of gases by quick-
lime and physicochemical sorption (adsorp-
tion) by zeolites.

Fig. 1. The stemming design with two-stage cleaning 
of harmful gases: 1 – gravel; 2 – quicklime or waste 

containing it; 3 – zeolites or slags [28].

During the first stage, special attention 
is paid to the chemisorption of nitrogen 
(IV) oxide by quicklime, while other gases 
in a certain amount will be further adsorbed 
by zeolite (Fig. 1). It should be noted that 
during the first stage it is important to com-

pletely chemisorb NO2. First, NO2 is the 
most harmful component, and, secondly, it 
is able to form dimers 2NO2↔N2O4, due to 
which its adsorption by zeolites can be sig-
nificantly complicated.

Chemisorption of nitrogen (IV) oxide by 
quicklime during an explosion is described 
by the following reactions:

2NO+O2=2NO2,
2NO2+CaO=0,5Ca(NO2)2+0,5Ca(NO3)2,
2N2O4+2CaO=Ca(NO2)2+Ca(NO3)2.

If we take into account that 50:50 % 
2NO2↔N2O4, the chemisorption of NO2 by 
1 kg of CaO is 0.6 m3. Taking into account 
the degree of chemisorption (~ 99 %), the 
volume of chemisorbed gas decreases to 
0.594 m3.

As for CO, this oxide is non-salt-form-
ing, and therefore does not react directly 
with CaO. However, during an explosion 
and in the presence of oxygen in the air, 
such processes are possible:

2CO+O2=2CO2,
2CO2+2CaO=2CaCO3.
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For a precise calculation, the degree 
of conversion is taken into account by the 
reaction 2CO+O2=2CO2. It is assumed that 
this reaction takes place with η = 0.7 (70 
%), as there is a possibility of lack of oxy-
gen. Taking into account the degree of con-
version by this reaction of 70 %, 0.7 dm3 is 
obtained, i.e., 0.7 liters of CO2 are formed 
from each liter of CO.

Taking into account the reaction of 
quicklime with carbon (IV) oxide:

CaO+CO2=CaCO3,

it is calculated that 1 kg of CaO chemisorbs 
400 dm3 of CO2. Taking into account the 
degree of conversion η=0.99, 1 kg of CaO 
theoretically chemisorbs 396 dm3 of CO2.

Conclusions on the degrees of conver-
sion of nitrogen (IV) oxide and carbon (IV) 
oxide by quicklime are based on the values 
of the activation energy ЕА of these pro-
cesses. Since the values of ЕА range from 
40 kJ/mol to 100 kJ/mol, most of the col-
lisions of the reacting particles lead to a 
chemical interaction, and, consequently, the 
reaction rate is very high. In addition, due 
to the explosion, the dispersion of the sys-
tem increases sharply, and, consequently, 
the area of the interfacial surface increases, 
which, in turn, increases the rate of the 
interaction of the reacting particles.

Based on our research to increase the 
environmental safety level of the explosive 
destruction of rocks, the developed stem-
ming design has been improved. The new 
stemming design is based on chemisorp-
tion of gases by calcium hydroxide (Fig. 2). 
Slaked lime as a suspension of dense con-
sistency is proposed to pour directly into the 
borehole after the formation of the charge. 

To prevent the penetration of the suspension 
into the explosive, in the case of its place-
ment without a sleeve, it is proposed to 
form a special “filling” in each borehole, on 
which the pre-prepared suspension of cal-
cium hydroxide will be poured. The forma-
tion of the “filling” does not require signifi-
cant labour and financial costs, as it is based 
on the addition to the suspension of slaked 
lime Ca(OH)2 methylcellulose C6H7O2(OH)
x(OCH3)y or sodium silicate Na2SiO3 with 
the formation of calcium silicate (“filling”) 
and sodium hydroxide, which, in turn, will 
actively neutralize nitrogen oxides and car-
bon dioxide:

Na2SiO3+Ca(OH)2=CaSiO3+2NaOH,
2NO2+2NaOH=NaNO2+NaNO3+H2O,
2NaOH+CO2=Na2CO3+H2O.

Fig. 2. The borehole charge stemming 
design, which includes chemisorption of 

gases by slaked lime: 1 – explosive;  
2 – “filling”; 3 – slaked lime suspension of 

dense consistency; 4 – gravel.

The next and last step in the formation 
of the stemming is backfilling the gravel 
to increase the resistance of the ejection of 
stemming by detonation products.

2Ca(OH)2+4NO2=Ca(NO2)2+Ca(NO3)2+2H2O,
2NO+O2=2NO2,
2NO2+Ca(OH)2=1/2Ca(NO2)2+1/2Ca(NO3)2+H2O,
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Ca(OH)2+CO2=CaCO3+H2O,

2CO+O2=2CO2,
2CO2+2Ca(OH)2=2CaCO3+2H2O.

The use of slaked lime suspension as a 
chemisorbent will allow not only neutraliz-
ing harmful gases formed during the explo-
sion, but also providing the effect of irriga-
tion of the dust and gas cloud, which, in 
turn, will reduce the concentration of dust 

in the air, as at a temperature above 520 °C:

Ca(OH)2=CaO+H2O.

In addition, calcium hydroxide reacts 
with carbon monoxide at a temperature of 
about 400 °C, which allows abandoning 
zeolites compared to the use of calcium 
oxide as a chemisorbent:

Ca(OH)2+CO=CaCO3+H2.

3. RESULTS AND DISCUSSION

The results of calculating the amount of 
harmful gases that 1 kg of CaO and 1 kg of 
Ca(OH)2 can chemisorb are given in Table 
2. According to [29], the amount of gases 
formed from 1 kg of explosive is (dm3/kg): 
NO2 – 0.21; CO – 27; CO2 – 78; N2 – 215. 
Given that the diameter of the borehole is 
250 mm, the diameter of the charge – 160 
mm, the length of the borehole – 16 m, the 
length of the charge – 12 m and the length 
of the stemming – 4 m, the amount of gases 
from 1 borehole will be (dm3): NO2 – 60.9; 
CO – 7830; CO2 – 22620; N2 – 62350.

The total mass of CaO required for the 
planned chemisorption volumes will be:

mCaO=0.1+57.1+13.8=71 kg.

Thus, 2349 dm3 of CO should be 
adsorbed by the zeolite.

The total mass of Ca(OH)2 required for 
the planned chemisorption volumes will be:

mCa(OH)2=0.1+75.4+36.9≈112 kg.

Table 2. Volumes of Chemisorption of Gases Formed during the Explosion by  
One Kilogram of Quicklime and One Kilogram of Slaked Lime

Gas formed during the 
destruction of rocks by 
explosive

The volume of gas 
chemisorption by 1 kg of 

CaO, dm3

The volume of gas 
chemisorption by 1 kg of 

Ca(OH)2, dm3
The degree of conversion

NO2 594 450 0.99
CO2 396 300 0.99
СO2 formed by the  
reaction 2CO+O2=2CO2

396 - 0.70

CO - 212 0.7

According to experimental literature 
data [30] for NO (and the adsorption of CO 
is similar due to the similar size of the mol-
ecules), 1 g of zeolite (KA) adsorbs (maxi-
mum) 0.35 g of CO or 0.28 dm3. Therefore, 

8389.29 g or 8.4 kg of zeolite are required 
to adsorb 2349 dm3 of CO.

Given that with increasing tempera-
ture physical adsorption deteriorates, the 
mass of zeolite, in the case of quicklime, 
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it is proposed to double (17 kg). This takes 
into account not only the physicochemical 
adsorption processes during the explosion, 
but also the subsequent adsorption on zeo-
lites, which will be in a suspended state for 
a long time (according to experimental data, 
the dust cloud in sedimentary dry weather 
will sediment (settle under the action of 
gravity) for 3−3.5 hours or more). At the 
same time, the degree of dispersion of the 
system during the explosion will cause an 
increase in the interfacial surface of the 
reacting particles and, as a consequence, 
an increase in the degree of conversion 
(adsorption) of carbon monoxide. Under 

these conditions, the sorption of oxygen and 
nitrogen in the air can be neglected due to 
the very small size of their molecules and, 
therefore, due to their insignificant adsorp-
tion on the pore surface of the zeolite.

Thus, based on the calculation of the 
required amount of adsorbent at each stage 
of purification and justification of its feasi-
bility, the quantitative and qualitative char-
acteristics of the adsorbent in stemming 
depending on the type of explosive, the 
amount and type of harmful gases formed 
during the explosion and borehole param-
eters have been obtained:

 (1)

  (2)

 (3)

where ρex – density of explosive, kg/m3; dch – charge diameter, m; lch – charge length, m; V – 
volume of relevant harmful gas from 1 kg of explosive, dm3/kg; n – adsorption capacity of 
1 g of zeolite, dm3.

If it is necessary to prepare a special 
“filling” (if the explosive in the borehole 
is placed without a sleeve and stemming 
is based on use of Ca(OH)2), an additional 
suspension of calcium hydroxide of dense 
consistency is required. For the given 
parameters of a charge design the rational 
length of a “filling” is 30 cm. Taken into 
account that the density of calcium silicate 
is 2.9 g/cm3, it is calculated that the required 
amount of slaked lime suspension to form a 
“filling” of the required size is 28 kg, and 
sodium silicate – 46 kg.

The results of calculations of the mass 

of quicklime, slaked lime and zeolites for 
complete neutralization of harmful gases 
are given in Table 3. The diameter of the 
borehole – 250 mm, the length of the bore-
hole – 16 m, the charge diameter – 160 
mm, the length of the charge – 12 m. The 
required amount of zeolite of each grade is 
calculated according to their absorbency in 
compliance with [30].

Thus, the two-stage purification of harm-
ful gases using the stemming design, which 
includes chemisorption of gases by quick-
lime and physicochemical sorption (adsorp-
tion) by zeolites, can provide complete 
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chemical neutralization of NO2 and CO2, as 
well as neutralization of CO by zeolites. The 
improved stemming design, which includes 
chemisorption of gases by slaked lime, not 
only provides complete chemical neutraliza-
tion of NO2, CO2 and CO, but also allows 
abandoning zeolites, which significantly 
reduces the cost of its formation, to obtain 
the effect of “irrigation” of the dust and gas 
cloud, which reduces the concentration of 
dust in the air after the explosion in order to 
provide a higher degree of conversion.

In addition, such stemming must be 
taken into account when choosing a rational 
type of explosive for blasting under specific 
mining and geological conditions. With the 
implementation of the proposed stemming 
design in combination with the resource-
saving design of the charge [31], it is possi-
ble not only to avoid or minimise the tax on 
pollutant emissions, but also to increase the 
efficiency of explosion and prevent mine-
ral losses.

Table 3. The Required Amount of Reagent and Sorbent for Complete Neutralization  
of Harmful Gases during Detonating of Modern Explosives

Explosive

Density 
of  

explosive,  
kg/m3

The amount of gases 
formed from 1 kg of 

explosive,  
dm3

Required amount  
of lime,  

kg

The required amount of zeolite 
(when stemming is based on use 

of CaO), kg

CaO Ca(OH)2 KA 13X LiLSX

Polimiks 
GR4-T10 872

CO2 52.64
59 119 37 34 33

CO 82.66

Polimiks 
GR1/8 875

CO2 64.85
42 64 8 8 7

CO 18.48

Kompo-
lait GS6 852

CO2 39.45
39 76 22 20 19

CO 50.02

Polimiks 
GR1/8 
(74 %) + 
KRUK2 
(26 %)

1000
CO2 73.14

49 71 6 5 5

CO 10.7

Polimiks 
GR1/8 
(85 %) + 
KRUK2 
(15 %)

950
CO2 69.99

46 68 7 6 6

CO 13.62

Hranemit 
I-30 1200

CO2 78

71 112 17 15 15CO 27

NO2 0.21

Hranemit 
I-50 1300

CO2 89.2

92 151 26 24 23CO 38.8

NO2 0.12
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4. CONCLUSIONS

The stemming design, which includes 
the two-stage purification of harmful gases 
formed during the explosive destruction 
of rocks, and is based on chemisorption of 
gases by quicklime or production waste that 
includes it and physicochemical sorption 
(adsorption) by zeolites, has been developed 
within the framework of the research. Such 
stemming can provide complete chemical 
neutralization of NO2 and CO2, as well as 
neutralization of CO by zeolites, during the 
explosion.

It is proposed to improve the developed 
stemming design by replacing quicklime 
with slaked lime. The improved stemming 
design, which includes chemisorption of 
gases by slaked lime, not only provides 
complete chemical neutralization of NO2, 
CO2 and CO, but also allows abandoning 
zeolites, which significantly reduces the 
cost of its formation in order to obtain the 
effect of “irrigation” of the dust and gas 
cloud, which reduces the concentration of 
dust in the air after the explosion to provide 

a higher degree of conversion.
For a borehole with a diameter of 250 

mm and a length of 16 m, in which the 
charge of Hranemit I-30 with a diameter of 
160 mm and a length of 12 m is formed, 
the total mass of CaO required to chemi-
sorb nitrogen (IV) oxide and carbon (IV) 
oxide is 71 kg, mass of zeolite KA, which is 
required for complete adsorption of carbon 
(II) oxide, is 17 kg. Under the same condi-
tions, the required amount of Ca(OH)2 sus-
pension for complete neutralization of all 
these gases is 112 kg.

As a result, the environmental con-
ceptual framework of explosion by using 
the gas-neutralizing and dust-suppressing 
stemming of borehole charges has been 
developed. The study has identified quan-
titative and qualitative characteristics of the 
adsorbent composition of the two types of 
stemming depending on the type of explo-
sive, the amount and type of harmful gases 
formed during explosion, and the param-
eters of the borehole.
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Failures of marine diesel engine components can lead to serious consequences for a ves-
sel, cargo and the people on board a ship. These consequences can be financial losses, delay in 
delivery time or a threat to safety of the people on board. This is why it is necessary to learn 
about connecting rod bolt failures in order to prevent worst-case scenarios.

This paper aims at determining the origin, velocity and the duration of fatigue crack devel-
opment of a diesel alternator engine which suffered a significant failure of one of its mains, 
not long after a major overhaul had been completed and with less than 1000 running hours 
having elapsed. 

It was verified with fatigue rupture of one of the four connecting rod stud bolts. Tensile 
tests were performed in the remaining connecting rod bolts. During this procedure, another 
fatigue crack in an adjacent bolt was identified. The probable root case of damage, and at the 
end some final remarks are presented.

Keywords: Acoustic emission, connecting rod, crack, diagnostics, fatigue crack growth 
rate, fractography, fatigue test, marine diesel engine failure.

1. INTRODUCTION

The power generated by the piston in 
the combustion chamber of marine engine 
is transferred to the crankshaft using the 
connecting rod. While transferring this 
tremendous power, the connecting rod 

itself is subject to different stresses, which 
make is vulnerable to damage. For this rea-
son, the connecting rod bolts are used to 
join the connecting rod and con-rod bear-
ing cover under the tremendous stresses  
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generated by the running engine.
The most common type of connect-

ing rod that is used in the ship auxiliary 
engine is oblique or crosscut connect-
ing rod, which is made of two parts.

The connecting rod of the engine must 
be inspected at regular intervals of time to 
ensure there is no defect or problem to avoid 
any future accidents/emergency [1], [2].

The studies of how bolting assemblies 
are influenced by fatigue are presented 
below. In engineering, bolted connections 
are employed in a very large number of 

structural members. These connections may 
look simple on the surface level, but are 
complex assembles with varying geomet-
ric and fatigue properties, which need to be 
properly accounted for in order to provide a 
clear picture of their useful life in service. 
An introduction into fatigue and methods 
by which fatigue strength can be quantified 
are examined in the present paper. 

The aim of the research is to examine 
the fatigue and crack propagation of the rod 
bolt or to find the effect of other destructive 
forces that cause the engine to collapse.

2. CASE STUDY

Significant damage of ships machinery, 
which happened not long after major over-
haul had been completed and with less than 
1000 running hours having elapsed, resulted 
in financial loss and insurance attention. In 
order to restore the engine and the vessel 
back to full operating capacity, replace-
ment of the complete engine frame as well 
as a new crankshaft, along with other major 
components were required.

Study of diesel engine stud bolt resulted 
in fatigue crack after 39596 cycles of the 

bench operating time in resource test pro-
gram were reached. Loading modes were 
determined according to the engine rotation 
speed.

The basic causes of failure were due 
to the fact that tensioning procedures and 
elongation checks for hydraulic bolts were 
not properly followed and re-tensioning 
checks were not done according to manu-
facturer instruction manual or with refer-
ence to engine technical service letters.

 

Fig. 1 & 2. Damaged engine frame and connecting rod.
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3. MATERIALS AND METHODS

Two of the fractured bolts and bolts 
from the remaining connecting rods were 
selected for laboratory analysis. The analy-
ses consisted of low magnification and scan-
ning electronic microscopy (by scanning 
with a SEM HITACHI-S300 N scanning 
electron microscope) observation of the 
fracture surface, hardness, tensile tests and 

metallographic characterisation. Hardness 
was performed over the flat shank of some 
selected bolts using the Rockwell C scale 
(HRC). Tensile tests were performed with 
MTS 810 (MTS Corporation, Eden Prairie, 
MN). Metallographic analyses were done in 
two selected bolts: one broken during the 
failure, other during the tensile test.

4. DEFECT MECHANISM AND MATHEMATICAL MODEL DESIGNATIONS

Fatigue can be defined as a process of 
damage accumulated during each cycle of 
the dynamic load that the structure is sub-
jected to with an important characteristic 
of load intensity lower than the values that 
would cause immediate failure [3]. Fatigue 
cracks start and evolve in two phases – for-
mation (usually starting on the material sur-
face) of a shear crack on crystallographic 
slip planes in the first phase, and growth 
of the crack in a direction normal to the 
applied stress in the second phase [4]. Cui 
proposed a division of the failure fatigue 
process in five stages, namely, crack nucle-
ation, microstructurally small crack propa-
gation, physically small crack propagation, 
long crack propagation and final fracture 
[5].

Many crack propagation equations have 
been proposed over the years to improve 
prediction accuracy and incorporate a 
variety of effects. The general form of 
these crack propagation equations may be 
expressed as:

 (1)

where, the crack length is denoted by L, 
mm, which is measured from the source of 
fatigue failure in the selected direction of 

propagation of the crack perpendicular to its 
front. The number of cycles of load applied 
is given by N, loading cycles: bench operat-
ing hours (in the calculations the operating 
time of the last day of testing is used);  is 
the stress range and  – the material param-
eters. 

Designations that are used further in the 
paper:

VL, µ / cycle l – the crack growth rate, 
which is measured in increment of crack 
length per loading cycle.

h, nm / cycle – the fatigue damage 
mesoline pitch in one cycle.

Δ NCRi, loading cycles – the number of 
loading cycles during which the crack grew 
from the minimum analysed size to the cur-
rent value of its length, at which the rate of 
crack growth VL was measured by the size 
of mesoline pitch h, µ (nm) (in the calcu-
lations, the bench operating time was used 
last day of testing).

NCR, loading cycles – the number 
of loading cycles during which the crack 
grew from the minimum size to the cur-
rent value of its length, at which the crack 
growth rate VLi , nm / cycle (μ / cycle)
was measured by the mesoline pitch   (in 
calculations, the operating time of the last 
test day is used).
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Crack growth equations of the form are 
not a true differential equation, as they do 
not model the process of crack growth in 
a continuous manner throughout the load-
ing cycle. Separate cycle counting or iden-
tification algorithms, such as the commonly 

used rain flow-counting algorithm, are 
required to identify the maximum and mini-
mum values in a cycle. Although developed 
for the stress/strain-life methods, rain flow 
counting has also been shown to work for 
crack growth [6].

5. FRACTOGRAPHIC STUDY RESULTS

 A fractographic study of fracture of 
stud bolt was carried out. A general view of 

the fracture of the bolt is shown in Fig. 3.

 

Fig. 3. General view of the crack of the bolt.

 According to the performed fracto-
graphic analysis, it was found that the 
propagation of cracks in the stud bolt mate-
rial was characterised by the formation 
of fatigue damage mesolines. The dis-
tance between fatigue damage mesolines 

generally increases, which characterises 
an increase in the crack growth rate as its 
length increases (the area of    fatigue dam-
age).

Destruction is multi-focal (Figs. 3–6).
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Fig. 4. Focal zone of the bolt.

Fig. 5. Focal zone of the bolt.
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Fig. 6. The main nucleaus of the bolt. 

Estimation of the length of a crack in 
a fracture of a bolt, respectively L1 (the 
distance from the origin of the source 
to the current position of the front crack 
propagation, μ m ), and the speed of its prop-
agation VL1 ( μ / cycle ) was performed with 
respect to micro cracks nucleated from the 
main nucleus (hereinafter in the notation Li, 
the index i corresponds to the crack number).

The microfractograms of the surface of 
the fracture fatigue zone, obtained by scan-
ning with a SEM HITACHI-S300 N scan-
ning electron microscope at different 

distances from the focus of the fatigue 
fracture, are shown in Figs. 7–19 for the 
main crack No. 1 with its length of 0.04 mm 
to achieve the length of 3.5 mm.     

In the structure of crack fracture fatigue 
damage mesolines are observed reflecting 
the kinetics of fatigue crack propagation at 
regular loading of object bench tests. The 
mesoline pitch is associated with the prop-
agation velocity of the fatigue crack in 
the bolt material as a change in the position 
of its front by the value of this step in one 
loading cycle.

Fig. 7. Electronic microfractogram of crack No. 1,  
crack length L1 = 0.04 mm, average mesoline  

pitch h = 145 nm / cycle.

Fig. 8. Electronic microfractogram of crack No. 1; 
crack length L1 = 0.08 mm, average mesoline  

pitch h = 250 nm / cycle.
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Fig. 9. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 0.27 mm, mesoline  
pitch h = 188 nm / cycle.

Fig. 10. Electronic microfractogram  
of crack No. 1; crack length 

L1 = 0.33 mm, average mesoline  
pitch h = 222 nm / cycle.

Fig. 11. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 0.60 mm, average mesoline  
pitch h = 155 nm / cycle.

Fig. 12. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 0.65 mm, average mesoline  
pitch h = 188 nm / cycle.

Fig. 13. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 0.95 mm, average mesoline  
pitch h = 185 nm / cycle.

Fig. 14. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 1.40 mm, average mesoline  
pitch h = 153 nm / cycle.
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Fig. 15. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 1.44 mm, average mesoline  
pitch h = 178 nm / cycle.

Fig. 16. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 2.00 mm, average mesoline  
pitch h = 178 nm / cycle.

Fig. 17. Electronic microfractogram  
of crack No. 1 ; crack length  

L1 = 2.50 mm, average mesoline  
pitch h = 218 nm / cycle.

Fig. 18. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 3 .00 mm, average mesoline  
pitch h = 173 nm / cycle.

Fig. 19. Electronic microfractogram  
of crack No. 1; crack length  

L1 = 3.50 mm, average mesoline  
pitch h = 200 nm / cycle.
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The results of measurements of the 
length of the fatigue crack in the fracture 
of the stud bolt, the mesoline pitch as they 
develop from the fracture centre to the 

length L1, respectively, as well as the cal-
culation results of additional parameters are 
presented in Table 1.

Table 1. The Results of Fractographic Assessment of the Velocity VL1  
and the Growth Period of Fatigue Crack No. 1

No. L1, 
mm

VL1,
µ/cycle

1/ VL1
cycle/µ

ΔNi,
cycle

NCRi,
cycle

N1,
cycle

1 0.04 0.145 6.897 276 276 15353

2 0.08 0.250 4.000 160 436 15513

3 0.27 0.188 5.333 1013 1449 16526

4 0.33 0.222 4.505 270 1719 16797

5 0.60 0.155 6.452 1742 3461 18539

6 0.65 0.128 7.813 391 3852 18929

7 0.95 0.185 5.405 1622 5474 20551

8 1.40 0.153 6.536 2941 8415 23492

9 1.44 0.178 5.618 225 8640 23717

10 2.00 0.178 5.618 3146 11786 26863

11 2.50 0.218 4.598 2299 14084 29162

12 3.00 0.173 5.780 2890 16975 32052

13 3.50 0.200 5.008 2504 19479 34556

Plotting crack growth diagrams and 
determining their growth rate on the pol-
ished surface of the sample, the moment 
when a crack appeared was clearly visible 
with a microscope. During the tests, after a 
certain number of loading cycles, the crack 
size L1 was measured on the front surface of 
the specimen.

The results of such measurements were 
used to construct the crack growth dia-
grams in the VL; L axes, i.e., dependence 
of the crack length on the crack growth 
rate, measured in increment of crack length 
per loading cycle. The rate of growth of 
fatigue cracks was determined by graphical 

differentiation of these diagrams. The most 
convenient is the scheme for determining 
the rate of crack growth using a graphical 
editor (Fig. 20).

In the calculation of fatigue crack 
growth rate VL1 by the number of mesolines 
and the mesoline pitch where crack No. 1 
had reached length of L1 = 0.04 mm, meso-
line pitch was assumed with reference to the 
average pitch, recorded in its length, which 
corresponds to L1 = 0.04 mm (see Table 1). 

Graphs of kinetic dependences VL = f 
(L) and crack growth curves L = f (N)  (N 
is the current operating time during bench 
tests) are shown in Figs. 20 and 21.
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Fig. 20. Crack growth rate VL1 of its length L1, respectively.

Fig. 21. The dependence of the length of the fatigue crack  
L1 on the current operating time during testing.

The presented study was based on the 
methodical approach given in sources [7]-[9]. 
It should also be noted that the above esti-
mate of the crack growth period is based 
on measurements of local velocities hav-
ing a stochastic nature; therefore, the accu-
racy of the estimation of the crack growth 

period depends on the frequency of veloc-
ity measurements [10]. Taking into account 
the number of measurements performed in 
this study, the error in estimating the crack 
growth period with a probability of 90 % 
does not exceed ± 12 %.

In this way, fatigue crack in the material 
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of the bolt length of 0 and 0.4 mm with a 
probability of 90 % was formed with an 

operating time of 15353 ± 2337 loading 
cycles.

Fig. 22. The total energy of the acoustic emission signal on the last day of testing  
(lower scale – reduced loading cycles).

6. DISCUSSION

In order to cope with vessel equipment 
reliability, engineering designers rely heav-
ily on the regulations prescribed by the 
classification societies. Classification soci-
eties’ rules are based on a wide knowledge 
collected over hundreds of years and are 
mostly based on simplified, empirical equa-
tions. However, not all the problems occur-
ring on modern ships can be successfully 
solved using this approach. To properly 
address issues of marine structural failures, 
engineers need to turn to failure analysis 
databases and, learning from the findings, 
improve procedures for ship designing.

Reviewing case studies, one can notice 
that most of them use solely experimental 
approaches in finding the causes of fail-
ures. Techniques such as NDT inspection, 
microscopy or crystallography are used to 
determine the origin of failures. Only a few 
studies use numerical analysis as a supple-
ment to traditional experimental techniques 

applied in the field of failure analysis.
However, those who do combine exper-

imental and numerical approaches tend to 
present more reliable results and go a bit 
further than usual failure analysis does – 
they suggest modifications to engineering 
design. Thus, a combination of failure anal-
ysis and design optimization is arising here.

The following points must be considered 
when checking the connecting rod stud bolt 
for re-use or replacement. If problems enlisted 
below are not acknowledged at the first oppor-
tunity, they may increase the risk of crack 
development of connecting rod bolts [11].

Problem requiring design optimiza-
tion (Not objective of the research) No. 1. 
In some cases, during inspections, a small 
gap between the connecting rod bolt head 
and the connecting rod itself is identified 
in the assembled condition with fully tight-
ened connecting rod bolts. 

On some affected connecting rods, a 
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feeler gauge with up to 0.4 mm thickness 
could be introduced between bolt head and 
connecting rod (see Fig. 23) [12].

Fig. 23. Introduction of feeler gauge between 
connecting rod bolt head and connecting rod.

For correct loading of the connecting 
rod bolt, no gap is admissible. After cor-
rect assembly and tightening of the bolt, the 
connecting rod bolt has to rest without any 
gap on the connecting rod.

The investigation of the above cases has 
revealed that the chamfer of the connecting 
rod bolt bore was not machined properly so 
that the bolt was partly resting on the cham-
fer instead of the proper contact area under 
the bolt head (see Figs. 24 and 25).

Fig. 24. Improper seat of the bolt on  
mismachined chamfer.

Fig. 25. Proper seat of the bolt on the  
contact surface under the bolt head.

In a worst-case scenario, such a gap 
between connecting rod bolt and connect-
ing rod may lead to a plastic deformation 
(adaption) between bolt radius and misma-
chined chamfer during engine operation. 
This, with a certain setting of the bolt, may 
cause a partial loss of pretensioning of the 
connecting rod bolt.

Impact on engine: Unfortunately, based 
on the information available, it could not be 
excluded that GenSets are affected in a way 
that some connecting rods may show such a 
mismachined chamfer.

Measures recommended by MAN Die-
sel: Fortunately, the inspection procedure 
is very easy and this inspection should be 
accomplished according to MAN Service 
Letter SL08-500/JNN.

Problem requiring design optimiza-
tion (Not objective of the research) No. 2. 
Elongation of hydraulically tightened bolts. 
The elongation measurement is introduced 
to reduce possible failures in connection 
with hydraulic tightening of bolts such as: 
• Insufficient hydraulic pressure;
• Missing pressure at one or more 

hydraulic jacks due to incorrect fixing 
of hydraulic snap coupling at the hose 
connection[13].
With the introduction of elongation 

measurement, the elongation of each bolt 
is monitored during the tightening process 
and hereby it is possible to determine if the 
correct hydraulic pressure has been applied 
to each bolt.
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The tightening procedure with elonga-
tion measurement is performed according 
to MAN Service Letter SL2018-656/JNN.

By introducing the elongation measure-
ment, the retightening procedure is changed 
after overhaul as follows:
• Without elongation measurement: 

Retightening after 200 running hours.
• With elongation measurement: 

Retightening after starting up the engine, 
but before any load has been applied.

Fig. 26. Measuring tool, 1 pc hydraulic  
jack will be needed.

Problem requiring design optimiza-
tion (Not objective of the research) No. 3. 
Fretting on connecting rod contact surface 
(see Fig. 23).                                               

Depending on the engine type, the con-
necting rod itself consists of three different 
main parts which are tightened together 
with bolts. Due to operating forces, those 
connections as well as the part itself, are 
subjected to high load. Every connection 
fulfils high requirements towards mechani-
cal load. Micro-movements between two 
parts under high load can in single cases 
lead to fretting marks. If those fretting 
marks are not grinded and smoothened at 
the first opportunity, they may increase the 
risk of crack development. To avoid a dam-
age caused by fretting marks, we released 
precautions and countermeasures [14].

Fig. 27. Connecting rod contact surface.

Measures: To prevent dynamically 
loaded contact surfaces from fretting, cer-
tain preconditions have to be fulfilled. 
Every unevenness or deviation from the flat 
machined surface has to be precisely elimi-
nated. Afterwards, during assembling, the 
surface has to be clean, dry and absolutely 
free of oil, grease or other fluids. To ensure a 
proper condition of each connecting rod part 
and a high operating reliability, all contact 
surfaces have to be checked and, if neces-
sary, grinded and magnetically crack tested. 

Fig. 28. Fretting on a connection surface.
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7. CONCLUSION

In this paper, recent ship engine incident 
has been outlined to learn about connect-
ing rod bolt failure nature. Unfortunately, 
this study is not able to affect the industry, 
and similar failures are still observed.

The research successfully proved that 
there were clear signs of fatigue and no 
other destructive forces that could cause the 
engine to collapse.

The study allowed concluding that a 
fracture in the material of bolt No. 7 in the 
diesel engine connecting rod stud is fatigue 
and the destruction is multi-focal.

The results of fractographic stud-
ies made it possible to determine the 
moments of nucleation of cracks in the frac-

tures of the bolt material: a fatigue crack in 
the material of a bolt with a length of 0.04 
mm with a probability of 90 % was formed 
with a bench operating time of 15353 ± 
2337 loading cycles.

Particularly, to avoid future failures, the 
design optimization can be considered as a 
solution as described in the discussion para-
graph.

It is strongly recommended as good 
engineering practice to replace diesel 
engine connecting rod stud bolt in every 
main overhaul due to possibility of bolt 
fatigue crack development during next 
service period and, as a result, expensive 
breakdown may occur.
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The study employed the phenomenon of friction between liquid droplets and solid 
metallic surfaces in surface roughness analysis of engineering materials. Five samples of 
mild steel plate were prepared to different degrees of surface roughness by facing opera-
tion. The sample surfaces were analysed to determine the roughness parameters (mean 
roughness, root mean square roughness, roughness skewness, and roughness kurtosis) and 
friction coefficient of the surfaces. Oil droplet sliding velocity was determined using the 
oil slippage test. The friction coefficient of the surfaces increased with increasing rough-
ness parameter which varied from 26.334 µm at friction coefficient = 0.63 to 13.153 µm 
at friction coefficient = 0.46. The results from oil slippage test showed that the sliding velo-
city of the oil drop decreased as the friction coefficient of samples increased. At an inclination 
angle of 30°, sliding velocity varied from 0.51 cm/s at friction coefficient = 0.63 to 0.92 cm/s  
at friction coefficient = 0.46. Some of the samples exhibited a deviation in the trend of relation-
ship between friction coefficient and sliding velocity which resulted from the variation in peak 
height of roughness between the sample surfaces. Oil slippage method predicts the surface 
behaviours of materials based on their surface parameters.

Keywords: Dry friction, image analysis, oil slippage, surface profilometry, surface rough-
ness parameters.
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1. INTRODUCTION

Surface roughness is a term used to 
describe closely packed irregularities, the 
height, width, and direction that create the 
prevalent pattern on surfaces. These irregu-
larities can be attributed to the production 
process. The impact of surface roughness 
on the behaviours of systems has been 
considered critical in the characterisation 
of engineering surfaces for industrial and 
commercial applications [1], [2]. Castille-
jos and Tania [3] show that thermal resis-
tance of continuous casting mould slag 
depends on the surface roughness. The join-
ing strength of two surfaces increases with 
an increase in surface roughness [4]. By 
implication, surface roughness has a posi-
tive influence on the adhesion behaviour of 
two surfaces. Conversely, surface rough-
ness has been proven to have detrimental 
effect on fatigue loading capacity of met-
als. The notch-like features of rough sur-
faces serve as stress epicentres and crack 
initiation sites, thereby reducing the fatigue 
strength of the material [5]possible appli-
cations are direct production of casting 
molds, tools or turbine blades with internal 
cooling channels for an optimized cooling 
efficiency. A disadvantage of the technol-
ogy is the process-inherent surface rough-
ness, which is critical especially under 
fatigue loading conditions. Since internal 
surfaces often cannot be smoothened due 
to limited accessibility, the objective of this 
study is to assess the fatigue properties of 
Ti-6Al-4V samples designed with internal 
axial channels featuring a rough as-built 
surface. Samples with various diameters 
and numbers of channels have been tested 
not always exhibiting a deterioration of 
the fatigue performance compared to solid 
samples. Subsequent fractography by scan-
ning electron microscopy revealed distinct 
failure mechanisms. Besides the fatigue 

crack initiation on features of the unmodi-
fied internal surfaces, residual porosity in 
the bulk, i.e. lack-of-fusion defects, keyhole 
defects and gas pores, respectively, could 
be identified as crack origin. Relatively low 
scatter of fatigue lives found is attributed to 
rapid crack initiation and, thus, the domi-
nant influence of the (micro-. Similarly, the 
frictional force between two moving parts 
in contact depends largely on the texture of 
their surfaces. There are two main expla-
nations for the phenomenon of friction: 
the adhesion and abrasion theories. Both 
of these theories are based on the integrity 
of the surfaces in contact. Therefore, the 
effects of friction between sliding surfaces 
depend greatly upon the surface rough-
ness of contact surfaces. Surface roughness 
could therefore be considered as having a 
considerable influence on the long-term 
sustainability both when considering the 
properties of the finished product as well as 
during production [6], [7].

Lubricants are used to mitigate the 
adverse effect of friction, such as achiev-
ing lubricity and elongating the life span 
of machine components during application. 
The use of solid lubricants as additive to 
oils and grease is gaining global attention. 
Oshita et al. [8] reported that the rough-
ness of the surfaces of metal substrates had 
a great influence on the lubrication per-
formances of solid lubricants during cold 
forging operations. It was observed that the 
anti-seizure properties of these solid lubri-
cant substrates were improved significantly 
as their surfaces became more roughened 
as a result of improved adhesion strength 
between the lubricant and the rough sur-
face. Surface roughness plays an important 
role in determining how objects interact 
with each other. It is often a good predict-
ing factor of the performance of mechanical 
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components [9]. For instance, it influences 
the rate of water absorption in stainless 
steel [10] and lowers the quenching time of 
hot surfaces during cooling [11]. 

Hence, it is of great importance to be 
able to describe the topography of material 
surfaces before the use of such materials 
in various engineering applications [12]. 
Researchers have shown several methods 
for investigating surface roughness param-
eters, which include the use of atomic force 
microscopy (AFM), power spectral density 
(PSD), optical profilometry, surface profiler 
and image analysis [13]–[15]. The use of 
image analysis as a technique in observing 
surface characteristics of materials is gain-
ing wide acceptance. This implies that with 

the use of suitable image analytics software, 
the profile characteristics of surfaces can be 
measured electronically [16], [17]. 

The conventional method of surface 
roughness analysis involves the use of dry 
friction contact and wear testing, which 
may require complex tooling and is time 
consuming [18], [19]. The study explored 
the phenomenon of friction between a 
solid surface and a liquid droplet in surface 
roughness analysis. In the present study, a 
new method was developed in which oils 
of known viscosities were made to slide 
over solid metallic surfaces and the friction 
properties of the metallic surfaces were pre-
dicted from the interaction between the oils 
and the surfaces. 

2. EXPERIMENTAL

2.1 Material Preparation

The experimental samples consist of 
five plates of dimensions  cut from mild steel 
which was obtained from Ilorin Metropo-
lis, Nigeria. The samples were prepared 
to different degrees of surface roughness 
by facing operation performed on a Lathe 
machine using a carbide tip boring tool at 
different speeds (48, 66, 92, 132, and 185 

rpm) and depths of cut (2.5, 2.0, 1.5, 1.0, 
and 0.5 mm). Standard roughness param-
eters are: arithmetical mean deviation of the 
profile (Ra), ten point height of irregularities 
(Rz), maximum height of the profile (Rmax), 
maximum height of profile peak (Rp), and 
profile bearing length ratio (tp) [20]. Table 1 
shows the machining details of the samples.

2.2 Surface Profilometry and Analysis

The prepared surfaces of the samples 
were scanned photographically with the aid 
of a Canon EOS 5D Mark IV Kit camera. 
The line profiling and surface profile analy-

sis were done using Image J software version 
1.4.3.67. The method of surface profilometry 
was adopted from the studies of  Altan & 
Celik [4], and Castillejos and Tania [3].

Table 1. Machining Details of Samples

Sample Depth of Cut (mm) Cutting Speed (rpm)
1 2.5 48
2 2.0 66
3 1.5 92
4 1.0 132
5 0.5 185
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2.3 Investigation of Solid Metallic Surfaces Using the Dry Friction Method

Experimental set-up for establishing the 
static friction coefficient projected specially 
for this investigation is shown in Fig. 1 (a 
and b). The schematic representation of the 
set-up is shown in Fig. 2. The test sample 
was placed on an inclined plane apparatus, 
as shown in Fig. 1. A solid block of known 
and recorded mass (m) was kept on the sur-
face of the plane. The angle of inclination 
was adjusted until the block just began to 
move. The angle at which the first move-
ment was observed was recorded, which 
indicated static friction [21]. The coefficient 
of static friction was calculated using Eqs. 
(1)–(3). The vertical and horizontal forces 
were balanced to obtain Eqs. (1) and (2).

  (1)

  (2)

Coefficient of static friction,  

,  (3)

where F – frictional force in Newton; m – 
mass of the body in kg; g – gravitational 
acceleration in m/s2; N – normal force 
exerted on the body by the plane due to 
gravity and θ – the angle of inclination. The 
nature of the relationship between rough-
ness parameter (Ra) and the static coefficient 
of friction (µ) was investigated graphically.

Fig. 1. Set up for dry friction investigation: (a) without the solid block; (b) with the solid block.

Fig. 2. Schematic representation of the dry friction inclined plane set-up.

2.4 Investigation of Solid Metallic Surfaces Using the Oil Slippage Method                                             

An oil drop whose centre of mass 
moved with a steady velocity, u, down a 
plane inclined at an angle, α with the hori-

zontal as shown in Fig. 3 was investigated. 
The fluid formed a steady stream moving 
downwards under the action of gravity. The 
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velocity distribution of different material 
properties and different inclination angles 
was examined. The impact of volume of 
drop and angle of inclination on drop slid-
ing velocity were determined. The oil drop 

has the density, ρ, the surface tension, σ, 
and the viscosity, η. It was assumed that 
was dependent on σ, η, and ρ [22]. Figure 4 
shows the set up for the oil slippage test.

Fig. 3. Schematic diagram of a sliding drop down an inclined plane.

Fig. 4. Set-up for oil slippage test.

LUBCON Super XV 20W50 Oil of 
165.5 mPa.s viscosity was used to vary the 
fluid dynamics and interfacial properties in 
this study. The experiments were carried 
out under standard laboratory conditions.  
The inclined plane was set up as shown in 
Fig. 4. The test sample was placed on the 
plane and set to various angles of inclina-
tion to investigate the velocity of oil drop. A 
known volume of oil is dropped on the plane 
and was allowed to slide down a marked 
distance (s) of 10 cm across the centre of 
the test material. The marked distance is  
5 cm towards the centre and 5 cm away from 

the centre. Hence, an average distance of 5 
cm was taken into account assuming the test 
material has a uniform surface texture over 
the average 5cm distance. The time taken 
(t) for the drop to travel through the marked 
distance (s) was recorded and the velocity 
(u) of the oil drop down the experimental 
plane was calculated by Eq. (4):

    (4)

The investigation was taken further by 
varying the volume of the oil drop on the 
sample surfaces to investigate the indepen-



48

dent effect of each of these parameters on 
the sliding velocity of the drop down the 
plane. The correlation between roughness 
parameter (Ra), the coefficient of friction 
(µ) and the sliding velocity of oil drop is 

done by making a plot of the coefficient of 
friction against the sliding velocity. A math-
ematical relationship between coefficient of 
dry friction (µ) and sliding velocity (u) due 
to oil slippage was deduced graphically.

3. RESULTS AND DISCUSSION

3.1 Surface Profilometry

The line profiling and surface profile 
analysis were done using Image J soft-
ware version 1.4.3.67. Figures 5–9 show 
the representative line profiles of sample 
surfaces. Arithmetic mean deviation of the 
roughness profile (Ra) was calculated for all 
the line profiles. The results obtained from 
surface profilometry reveal the important 
parameters to be considered in this study. 
The roughness parameters are captured in 
Table 2. It reveals that the values of mean 
roughness (Ra) reduced from 26.334 µm 
in sample 1 (2.5 mm depth) to 13.153 µm 
in sample 5 (0.5 mm depth). This clearly 
depicts that the surface roughness depends 
on the depth of cuts made on the surface. 

However, the roughness kurtosis increased 
from 3.001 µm in sample 1 to 7.177 µm in 
sample 5, which demonstrated that as the 
depth of cut reduced, there was a reduc-
tion in the noise level of the image obtained 
thereby leading to a sharp curve with short 
tail [23]. Similarly, the roughness skew-
ness, which is a measure of the direction 
where the bulk of the values lie either to the 
right or the left of the mean also increased 
from1.579 µm in sample 1 to 2.289 µm in 
sample 5. This shows that as the cutting 
depth decreases, the bulk of the values of 
the probability density function are to the 
right of the mean [24].

Fig. 5. Surface roughness Ra for sample 1.
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Fig. 6. Surface roughness Ra for sample 2.

Fig. 7. Surface roughness Ra for sample 3.

Fig. 8. Surface roughness Ra for sample 4.

Fig. 9. Surface roughness Ra for sample 5.
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Table 2. Roughness Parameters

Sample  Rq  (µm) Ra  (µm) Rsk  (µm) Rku  (µm) Highest
Peak (µm)

Lowest
Valley (µm)

Total
Height (µm)

1 32.172 26.334 1.579 3.001 168.667 0 168.667
2 27.680 22.698 1.572 3.045 144.667 0 144.667
3 25.788 20.696 1.697 3.648 147.000 0 147.000
4 21.458 16.278 1.933 4.862 151.670 0 151.670
5 18.474 13.153 2.289 7.177 102.333 0 102.333

*Ra – mean roughness, *Rq – root mean square roughness, *Rsk – roughness skewness and *Rku – roughness kurtosis

3.2 Analysis of Solid Metallic Surfaces Using the Dry Friction Inclined 
Plane Method

The experimental values obtained from 
the dry friction test of sample surfaces are 
shown in Table 3. This is a compilation of 
the average values of inclination angles 
and static coefficients of friction. The  val-
ues varied from 26.334 µm at µ1 = 0.63 
to 13.153 µm at µ5 = 0.46. The roughness 
values increased as friction coefficient 
increased. Figure 10 elaborates the varia-
tion of arithmetic mean deviation of the 

roughness profile (Ra) with respect to the 
friction coefficient during dry sliding. The 
plot shows a positive slope with increasing 
uphill trend. The profilometric feature anal-
ysis of the sample surfaces established the 
correlation between coefficient of friction 
and surface roughness. It affirms that coef-
ficient of friction increases with an increase 
in surface roughness parameter [19].

Table 3. Results of Dry Friction Inclined Plane Method 

Sample Angle of Inclination 
(θo)

Friction Coefficient 
µS

Surface Roughness  
Ra  (µm)

Highest Peak
(µm)

1 32.33 0.63 26.33 168.67
2 30.83 0.60 22.70 144.67
3 30.00 0.58 20.70 147.00
4 27.67 0.52 16.28 151.67
5 24.83 0.46 13.15 102.33

Fig. 10. Dependence of friction coefficient on surface roughness.
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3.3 Analysis of Solid Metallic Surfaces Using Oil Slippage Method

The graphs of the experimental val-
ues obtained from the oil slippage test of 
sample surfaces are shown in Figs. 11 and 
12. Figure 11 shows the graphical relation-
ship between sliding velocity and angle of 
inclination. It was observed that at higher 
angles of inclination than the repose angles 
obtained from the dry friction test, the con-
vergence in the values of velocity of all 
five samples became greater (the values of 
velocity started getting close). It could be 
opined that at greater inclination angles than 
the angle of repose obtained for a particular 
sample, the effect of surface roughness over 
the sliding velocity of oil drop reduced. 
Oshita et al. [8] posited that an increase 
in surface roughness led to an increase in 
adhesion strength between the oil and rough 
surface, which might result in a decrease in 
the sliding velocity of the oil. 

However, the results of this study 
reveal that the sliding velocity of oil drops 
increases with greater values of inclination 
angle. This is due to the reduction in the pin-
ning effect of the roughness ridges over the 
oil drop as the inclination angle increases, 
leading to a greater sliding velocity of the 
oil drop as it slides over the surface. A devi-
ation in trend was observed from the plots 
for each sample at inclination angles close 
to or greater than the repose angles obtained 
from dry friction test. This can mean that 
the oil slippage test has its critical angle 
of operation. To establish the nature of the 
relationship between the volume of oil drop 
and the sliding velocity of the drop, values 
of sliding velocity obtained from oil slip-
page test of each sample surface were plot-
ted against the set volumes of oil drop, as 
shown in Fig. 12.

Fig. 11. Relationship between velocity of travel and angle of inclination.

Fig. 12. Relationship between sliding velocity and volume of oil drop.
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The results of experimental investiga-
tions reveal that the sliding velocity of oil 
drops increases with greater values of oil 
drop volume. This is because the forces 
acting on the oil drop as it slides down the 
surface depend upon the volume of the oil 
drop. The results of experimental investiga-
tions depict that the sliding velocity of oil 
drops increases as friction coefficient values 
decrease. The oil droplet encountered ridges 
of varying heights over each of the surfaces 
which affected the sliding velocity of the oil 
drop. It can be asserted that an increment in 
the values of dry friction coefficient could 
mean a decrement in the values of velocity.  
However, by careful observation of the data 
set obtained from the oil slippage test, sam-
ple 4 showed an unusual trend. 

Despite the low value of friction coeffi-
cient, the sliding velocity appears lower than 
expected. As seen from the surface profilom-
etry results, the highest peak value for sam-
ple 4 is only lower to that of sample 1. The 
oil drop has to travel through higher surface 
ridges in sample 4 than in samples 2, 3 and 5. 

Sample 3 has a higher peak value than sam-
ple 2, but the difference between their high-
est peak values are almost negligible. More 
so, at some inclination angles, the roughness 
ridges of sample 3 are more active than that 
of sample 2. It could be said that the rough-
ness height of the surface is better taken into 
account with the oil slippage test method 
than in the dry friction method. 

Mathematical model for the relation-
ship between friction coefficient and sliding 
velocity was determined graphically from 
the plot in Fig. 13 and shown in Eq. (5). The 
mathematical relationship shows that if the 
sliding velocity is ascertained from oil slip-
page method, the coefficient of friction can 
be calculated for mild steel using the rela-
tionship. Hence, there would be no need for 
the conventional dry friction method. How-
ever, it is worth noting that the sliding veloc-
ity depends on certain parameters such as 
volume of drop and angle of inclination.

v = 0.0036µ2 + 0.0016µ + 0.774  (5)

Fig. 13. Sliding velocity vs coefficient of dry friction.

4. CONCLUSION

Contact surface roughness has direct 
influence on the static friction coefficient. 
Generally, it can be stated that the static 

friction coefficient increases with surface 
roughness parameters. The machining 
processes employed in the preparation of 
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sample surfaces result in the difference in 
static friction coefficient values of the sur-
faces. The results of the study have also 
shown that there is a functional dependence 
between the friction coefficient and the slid-
ing velocity of oil drop down a solid metal-
lic surface. It should be noted that several 
other parameters affect the sliding velocity 
of the oil drop. It is important to pay close 
attention to these parameters. The relation-
ship between the friction coefficient and the 
sliding velocity of oil drop is a good pre-
dicting factor in surface roughness charac-
terisation studies. The oil drop method of 

investigation proves to be the development 
of the conventional dry sliding method as it 
puts all parameters that describe the texture 
of a surface into better consideration. 

Subsequent study should examine a 
mathematical relationship between sliding 
velocity of the oil slippage method and coef-
ficient of dry friction based on the angles of 
inclination in order to be able to predict the 
coefficient of dry friction from performing 
only the oil drop experiment, thereby elimi-
nating the need for dry friction method.
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1. INTRODUCTION 

Possible applications of chaotic signals 
in the field of digital communications have 
been studied since the early 90s. The main 
features of chaotic signals that are desirable 
for telecommunications include noise-like 
appearance, high entropy, spread spectrum, 
resistance to jamming and robustness in 
multipath environments [1].

A chaotic system (including a cha-
otic generator) is a deterministic nonlinear 

dynamic system that can be mathematically 
described by a system of differential equa-
tions (e.g., Lorenz system) or using discrete 
maps (e.g., logistic map). It can also be 
implemented using an electronic circuit like 
Chua’s circuit. 

This study focuses on a chaotic jerk cir-
cuit (CJC). Chaotic jerk systems and their 
circuit implementations were discovered 
only at the beginning of the 21st century by 
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Sprott [2], [3]. Jerk circuits are relatively 
simple and robust to parametric mismatch, 
so they are suitable candidates for practical 
implementation.

In general, a jerk is a third-time deriva-
tive of some variable x, which would corre-
spond to the first-time acceleration deriva-
tive in a mechanical system. Thus, a jerk 
equation is a third-order time differential 
equation. Within the specific parameter 
range, jerk equations can provide chaotic 
solutions. For example, simple jerk equa-
tion:

    (1)

can provide chaotic solutions for α < 0.27, 
except for some small periodic windows 
[4]. The CJC can be considered an analogue 
computer that solves the jerk equation using 
electronic components with voltage or cur-
rent as variables.

Another useful property of chaotic sys-
tems is chaotic synchronization, when one 
chaotic system (master) is tuned to another 
(slave) so that they produce the same out-
puts. Two separate identical chaotic sys-
tems will generate two completely uncor-
related signals if there are even smallest 
differences in initial conditions, but with 
chaotic synchronization, their dynamics can 
be tuned so that their trajectories in phase 
space become equal. If the master chaotic 
system is in the transmitter and slave – in 
the receiver, their synchronization can be 
used to provide secure communications that 
are usually extremely difficult to intercept 
or decode by any other party without hav-
ing the exact receiver system [1].

Two chaotic circuits must be coupled 
in an appropriate way for synchronization 
to be possible. One of the first and simplest 
chaotic synchronization techniques pro-
posed by Pecora and Carroll in 1991 [5] 
uses direct coupling of two identical cha-
otic systems. In this case, one of the slave 

system variables is replaced by the cor-
responding variable from the master sys-
tem, forcing other slave system variables 
adjust their trajectories to master system 
variables. Another common technique is 
error feedback synchronization [6] – the 
instantaneous difference between the sig-
nal received from the master system and 
the signal from the slave system (which is 
composed using the same function as in 
the transmitter) produces an error signal 
which, through the feedback loop, modi-
fies the state of the receiver to minimise the 
error. It has been shown [7] that linear error 
feedback synchronization provides better 
performance than Pecora-Carroll synchro-
nization. In the present study, specific con-
trolled error feedback synchronization [8] 
is implemented and discussed in Section 3.

Existing chaos-based communication 
systems can be divided into two classes: 
with coherent and non-coherent detection. 
In coherent detection schemes, synchroni-
zation is exploited to generate a copy of the 
transmitted chaotic signal at the receiver, 
which is then used in various techniques 
to reconstruct the transmitted data. In non-
coherent detection schemes, synchroniza-
tion is not used. Data recovery is performed 
by detecting some features of the received 
signal without regenerating any local cha-
otic signal on the receiver side or the need 
for channel state information [9]. Common 
examples of coherent modulation tech-
niques are chaotic masking and chaos shift 
keying (CSK). For non-coherent modula-
tion, examples include chaos on-off key-
ing (COOK), differential chaos shift keying 
(DCSK) and correlation delay shift keying 
(CDSK).

Chaotic communication systems with 
non-coherent detection are easier to imple-
ment, but they mainly rely on additional 
data encryption algorithms for secure trans-
mission. Coherent systems involve cha-
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otic synchronization for data transmission, 
which makes much higher levels of security 
possible, but achieving stable synchroniza-
tion may be challenging.

In the present study, the CSK technique 
is chosen, and the concept of a communica-
tion scheme for CJC is proposed (see Sec-
tion 4). For a typical CSK, the transmitter 
uses two different chaotic generators, one 
representing the “1” bit, the other – “0”. 
Active switching between both transmitting 
chaotic systems is performed for each cor-
responding bit of the digital data sequence. 
On the receiver side, two chaotic genera-
tors, identical to those on the transmitter, 
receive the transmitted signal. During the 
transmission of a single bit, the synchroni-
zation occurs only in one of the receiving 
chaotic generators. Estimation of the trans-
mitted bit is performed by comparing the 
synchronization errors or correlation coef-
ficients between both receiver generators. 
If the chaotic generators used to transmit 
both data bits produce chaotic signals with 
very similar statistical properties, such a 
communication system is hard to intercept 
and decode without having exact chaotic 
generators and knowing exact parameters 
used for transmission setup. The drawback 
of CSK is speed – the bit duration must be 

long enough for synchronization to take 
place.

Due to the novelty of CJCs, the number 
of presented studies is somewhat limited, 
especially in the field of possible applica-
tions of CJCs in communication systems. 
One study [10] proposes using CJC in the 
DCSK communication scheme, and another 
[11] – in the CDSK scheme. The possibili-
ties of using two synchronized CJCs for a 
chaotic masking communication system are 
studied in [12]–[15]. The present study is 
the first to propose the concept of a coher-
ent CSK communication system with con-
trolled error feedback synchronization of 
the jerk circuits.

This paper is organised as follows. 
Section 2 briefly describes the two CJCs 
used – Sprott’s original jerk circuit and its 
modification. In Section 3, the implemented 
controlled error feedback synchronization 
method is reviewed. The proposed CSK 
scheme is described in Section 4. In Section 
5, the synchronization stability between 
the same and different CJCs is investigated 
concerning voltage drop at the input of 
the slave circuit and the impact of channel 
noise. Finally, Section 6 provides conclu-
sions.

2. SPROTT CHAOTIC JERK CIRCUIT

For the present study a specific CJC 
proposed by Sprott in [4] was chosen. This 
jerk circuit is a relatively simple chaotic 
oscillator that, unlike many other chaotic 
circuits, is robust to parameter variations 
and does not require careful tuning of com-
ponent values. It uses a diode as a nonlin-
ear element whose characteristics are not 
critical, and the only reactive components 
are three identical capacitors. As shown in 
Fig. 1, this CJC consists of three conse-

quent operational amplifier integrators, an 
inverter, a diode, and two feedback loops. 
All resistors and all capacitors should be of 
the same nominal values, chosen as R = 10 
kΩ and C = 100 nF for this study. This CJC 
electronically implements a system of three 
first-order equations:

   (2)
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that can be decomposed from the general 
jerk equation (1) with slight modification, 
so that the exponential function describes a 
simplified mathematical model of a typical 
silicon diode.

Since the CSK modulation scheme 
requires two chaotic generators, a modifica-
tion of this CJC (see Fig. 2) with an inverted 
diode direction is proposed. Mathematical 
expression (2) can be changed into:

 
  (3)

to represent the modified Sprott CJC. Fur-
ther on, the first CJC will be addressed as a 
CJC with a direct diode, the second – as a 
CJC with an inverted diode.

For a visual comparison of both 
CJCs, a projection of the chaotic attractor 
was recorded from the prototype circuits 
(reviewed in Section 5) for the CJC with 
a direct diode (see Fig. 3) and for the CJC 
with an inverted diode (see Fig. 4). Both 
attractors exhibit similar dynamics, but for 
opposite voltage values.

Sprott CJC generates broadband chaotic 
signal. However, it has a dominant oscilla-
tion frequency, which can be approximately 
predicted [4] as follows:

 (4)

For the selected values of R and C, this 
gives 126 Hz, which is close to the domi-
nant oscillation frequency observed in sim-
ulations and experiments.

Fig. 1. Schematic of the Sprott CJC [4], with direct diode position.

Fig. 2. Schematic of the modified Sprott CJC, with inverse diode position.
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Fig. 3. Attractor projection in the phase plane, recorded from CJC prototype with direct diode position.

Fig. 4. Attractor projection in the phase plane, recorded from CJC prototype with inverse diode position.

3. ERROR FEEDBACK SYNCHRONIZATION

According to [8], two jerk circuits can 
be synchronized using a controlled error 
feedback method called practical finite-time 
synchronization. This method is designed 
explicitly for jerk circuits and aims at  

attaining fast convergence speed for the 
synchronization and reducing system cost. 

In general terms, the master CJC can be 
described by the system of equations:

 (5)

whereas the slave CJC equation system:

 (6)
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will have additional components ki S (syn-
chronization controller) added for each 
state variable of the slave system. Accord-
ing to the equation:

 (7)

S is the sum of the differences between 
the state variables of both systems, which 
is also equal to the difference of the sums 
of the state variables of each system. If the 
S value for coupled CJC reaches zero, both 
systems are synchronized, but in a practi-
cal synchronization, S can only reduce to a 
small non-zero value. Further in this paper 
this difference is designated as a synchroni-
zation error, since its value directly corre-
sponds to the difference between the states 
of the master and slave CJC. By employing 
the feedback, the synchronization error is 
applied to the slave system, but differently 

for each state variable. The coefficients ki 
are intended to individually modify the sign 
and/or strength of the synchronization error 
signal applied to each state variable of the 
slave system in a manner that ensures high 
convergence speed for the synchronization. 
Consequently, the dynamics of the slave 
CJC is modified in a way that reduces syn-
chronization error when two identical jerk 
circuits are coupled.

This method was used for synchroniza-
tion of the Sprott CJCs. As shown in Fig. 5, 
the sums of the state variables of each sys-
tem and their differences (synchronization 
error) are calculated electronically using 
operational amplifiers. Essential parts of 
this synchronization scheme are resistors 
Rc1, Rc2 and Rc3, which implement the 
function of ki variables by controlling the 
amount of current from the synchronization 
error signal applied to each state variable 
(feedback strength). 

Fig. 5. Schematic of the synchronization circuit for two identical CJCs using the method presented in [8].

Resistance values that provide an 
acceptable quality of chaotic synchroniza-
tion can be approximately calculated [8], 
but in this study, an empirical approach was 
chosen to determine appropriate resistance 
values. Using a prototype circuit with two 

synchronizable CJCs, the resistors were 
replaced with potentiometers, and the rms 
voltage of the synchronization error, as 
well as the correlation graph between the 
equivalent state variables on both (mas-
ter and slave) CJCs, were observed with  
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different resistance values. Satisfactory 
synchronization results were obtained for 
Rc1 = 50 kΩ, Rc2 = 10 kΩ and Rc3 = 500 
Ω; therefore, these values were chosen for 
the further studies of synchronization sta-
bility, discussed in Section 5.

Synchronization simulation for two 
identical CJCs shows (see Fig. 6) that the 
time required for the synchronization error 

to converge to a small non-zero value is 
approximately 10 ms – the synchronization 
speed is related to the dominant frequency 
of the jerk circuit and, according to (4), the 
speed can be increased by decreasing R or 
C values to any preferred level. However, 
maintaining the stability of the electronic 
circuit becomes more challenging at higher 
frequencies.

Fig. 6. Synchronization error signal reduction due to synchronization between master and slave CJCs with 
direct diode position and different initial conditions, obtained by Multisim simulation.

4. CHAOS SHIFT KEYING

It is notable that the error feedback 
synchronization method, described in the 
previous Section, works for two CJCs with 
direct diodes as well as for two CJCs with 
inverse diodes, without any additional tun-
ing. Nevertheless, if two different CJCs are 
coupled in the proposed synchronization 

scheme, no synchronization occurs. To be 
more precise, some partial synchronization 
can be observed, but the rms voltage of the 
synchronization error is much larger than 
for two synchronized identical CJCs. This 
property plays a vital role in the proposed 
CSK communication system.

Fig. 7. Proposed coherent CSK communication system with controlled error feedback  
synchronization of jerk circuits.
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The proposed concept (see Fig. 7) is as 
follows. The transmitter has two CJCs, with 
a direct diode and with an inverted diode, 
which produces two different chaotic sig-
nals sd(t) and si(t). Both chaotic signals are 
the sums of the three CJC state variables. 
The value of the transmitted binary infor-
mation signal b(t) is used to control a switch 
that selects the corresponding chaotic sig-
nal. The selected signal c(t) should be mod-
ulated for transmission over the wireless 
channel. At the receiver the transmitted sig-
nal is demodulated and used in the synchro-
nization scheme for both types of controlled 
slave CJCs, producing two synchronization 
errors ed(t) and ei(t) as outputs. The rms val-
ues of these errors, calculated over the bit 
duration period, must be compared to deter-
mine the value of the transmitted bit.

This communication system can be fur-
ther simplified by reducing the number of 
CJCs required. For a transmitter, switching 
between two different jerk systems can be 
achieved by switching between two diodes 

with opposite directions in the same CJC. 
This approach can slightly reduce the size 
and complexity of the transmitter, but it 
may also reduce the maximal speed of the 
communication system given for the same 
bit error ratio due to the additional time 
spent on transients within the transmitting 
CJC. In a receiver, a single synchronizable 
slave CJC may be sufficient to estimate the 
transmitted bit using a threshold level of 
synchronization error, but such simplified 
detection can potentially reduce the noise 
immunity of the communication system.

To validate the proposed concept of the 
CSK communication system, the stabil-
ity of synchronization error was evaluated 
under different conditions for all four possi-
ble master and slave CJC interconnections. 
The evaluation was made for a simplified 
system model, for a baseband equivalent, 
without additional modulation and wireless 
channel. The experimental setup and results 
are discussed in the next section.

5. EVALUATION OF SYNCHRONIZATION STABILITY

The synchronization properties of the 
studied CJCs were evaluated using software 
simulations and hardware prototype. The 
first part of this section describes the exper-
imental setup and evaluates some basic 
electrical properties of the output signal for 

both CJC types and synchronization errors 
at different CJC interactive connections. 
The impact of the slave input voltage drop 
on the synchronization error is assessed in 
the second part, and the impact of noise – in 
the last part of this section.

5.1. Setup

Simulations were carried out using 
Multisim model (see Fig. 8) with a maxi-
mal time step of 10-4 s. The structure of 
the model repeats the design of the proto-
type circuit (see Fig. 9). Both systems use 
TL074CD operational amplifiers, which are 
low cost, high speed, and maintain large 
gain bandwidth. A conventional 1N4001 

silicon diode is used, and a bipolar power 
supply of ±5 V is applied to the operational 
amplifiers since the chaotic signal voltage 
does not exceed ±2 V. The prototype uses 
four (two per circuit part) low dropout volt-
age regulators to provide two stable ±5 V 
power supplies from four 9V batteries.
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Table 1. Properties of the Master CJC Output Signal

Model
CJC with direct diode CJC with inverse diode

rms(ac), V dc, mV p–p, V rms(ac), V dc, mV p–p, V
Multisim 0.45 4.2 1.1 0.45 4.2 1.1
Prototype 0.56 276 2.05 0.53 -266 1.95

Table 2. Synchronization Errors for Different Circuit Connection Combinations

Model
Circuit connection type

II sync. error rms, 
mV

DD sync. error rms, 
mV

ID sync. error rms, 
mV

DI sync. error rms, 
mV

Multisim 0.05 0.05 210 210
Prototype 0.79 0.60 530 37

Some basic electrical properties of both 
types of master CJC output signals were 
evaluated (see Table 1). Simulation results 
are equal for both CJCs, but the prototype 
shows some differences. Simulations show 
a little dc value where as the prototype has 
a relatively significant dc value, which also 
has an opposite sign for different CJCs. This 
property of the prototype circuits is probably 
associated with a small parametric mismatch 
of the components used (and the imperfec-
tion of the operational amplifier) and should 
be considered an essential impact factor for 
understanding further experimental results.

Four combinations of interactive CJC 
connections – II, DD, ID, and DI – were 
studied, where the first letter denotes the 
type of master CJC (direct or inverse) and 
the second letter denotes the type of the slave 
circuit. According to Table 2, two CJCs of 
the same type produce much smaller syn-
chronization error than two different coupled 
circuits, although the prototype has signifi-
cantly different levels of synchronization 
error rms voltage for the ID and DI cases. 
Visual comparisons of synchronization 
errors for different cases of CJC connections 
are shown in Fig. 10.

Fig. 8. Multisim model of two synchronizable CJCs with selectable noise addition and input voltage drop setup.
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Fig. 9. Prototype circuit for evaluating the CJC synchronization properties,  
assembled on a printed circuit board.

Fig. 10. Examples of simulated and experimentally measured synchronization error  
signals for all cases of possible CJC connections.
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5.2. Impact of Input Voltage Drop

In order to understand the importance 
of correct voltage level at the input of a con-
trolled slave CJC, the sustainability of the 
synchronization error was evaluated as a 
function of the input voltage drop. A simple 
potentiometer-based voltage divider was 
used to linearly ramp down the output volt-
age of the master CJC before supplying it to 
the slave CJC controller (see R27 in Fig. 8).

Simulations of the slave CJC input volt-
age drop (see Fig. 11, a) show a distinct pat-
tern of synchronization error dependence 
of input level between two equal and two 
different types of connected CJCs until the 
input signal drops to -3 dB from the nomi-
nal level. Experimental measurements (see 
Fig. 11, b) also show significant differ-
ences between synchronization errors for 
the same and different CJCs in range until 
the input level of the voltage drops by -3 
dB. Further decrease of the input voltage 
merges synchronization errors for all types 
of connections, making it impossible to use 

the CSK detection scheme.
A general pattern of the synchronization 

error signal drop together with the input sig-
nal is observed during both simulations and 
during experimental measurements, but this 
reduction is not caused by the improvement 
of synchronization quality. If zero voltage 
(or ground) is supplied to the controlled 
slave CJC, the synchronization error sig-
nal, as well as all state variables of the slave 
CJC, will decrease to a near-zero value – 
such behaviour is predictable from the 
structure of synchronization scheme used 
(see Fig. 8). For this reason, the synchroni-
zation error rms voltage in Figs. 11 and 12 
is normalized (divided) by the slave input 
rms voltage. In simulations, the normalized 
synchronization signal remains at the same 
level when the slave input signal drops 
below -3 dB, but in the prototype circuit, it 
is much less steady and increases slowly as 
the input voltage approaches zero.

Fig. 11. Influence of slave input rms voltage level (normalized by its maximum value) drop on synchronization 
error rms voltage (normalized by the slave input rms voltage) for different combinations of CJC connections:  

a –  simulated in the Multisim; b – measured in the prototype circuit.

If the slave input voltage level drops  
by 3 dB, the synchronization error (for the 
cases II and DD) increases, which indicates 
a degradation of the synchronization qual-

ity. In Multisim simulation, this degrada-
tion starts rather abruptly, but the prototype 
demonstrates much less synchronization 
loss at a slightly reduced input voltage.
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The significant difference between ID 
and DI types of CJC interconnections for 
the prototype becomes minimal after the 
input voltage drops below -1.25 dB. This 
fact helps understand that the relatively 
large synchronization error signal for the ID 
case is an instability issue in the slave CJC 
for this specific CJC connection. The slave 
CJC variables, along with the synchroniza-
tion error signal, tend to jump to relatively 

high voltages (see Fig. 10) that are limited 
by the saturation voltage of the operational 
amplifiers. Decreasing the input voltage 
below -1.25 dB no longer pushes the slave 
CJC to the divergent solutions. This issue 
is a peculiarity of the prototype circuit and 
may not repeat or may behave entirely dif-
ferently in any other prototype circuit made 
according to the same design.

5.3. Impact of Noise

Noise resistance of the synchronization 
is evaluated by adding white noise to the 
output signal of the master CJC (see Fig. 
8). The bandwidth of the transmitted cha-
otic signal is approximately 5 kHz, so the 
noise bandwidth is chosen the same. Sim-
ulation results (see Fig. 12, a) show very 
stable patterns for synchronized (II, DD) 
and desynchronized (ID, DI) cases of CJC 
connections that do not overlap or merge 
within the measured signal-to-noise ratios 
(SNR), whereas prototype measurements 
(see Fig. 12, b) show one case of overlap 
and less regular patterns.

In simulations, the synchronization 
error level for cases II and DD increases lin-
early with the noise level. However, in the 
experimental prototype, both cases show a 
different nonlinear pattern – for SNRs from 
40 to 13 dB, the synchronization error level 
raises considerably slower than in simu-
lations. However, for SNR below 13 dB, 
the case II error starts to increase almost 
linearly with noise, while in the DD case 
error increases much faster, almost reach-
ing the error level of case ID at zero SNR. 
It is noteworthy that in the researched pro-
totype, the slave CJC with a direct diode is 
much less stable. Similarly to the case ID 
in the previous experiment, when the input 
voltage in the DD case exceeds (due to the 
noise added) some specific level, the CJC 

begins to produce divergent results that lead 
to short peaks of saturated voltage values. 
Experimental cases II and DI are more sta-
ble than ID and DD, and they resemble sim-
ulation results more closely. Different and 
significant dc voltage offsets, that the pro-
totype CJCs have, possibly are one of the 
reasons for this instability issue observed in 
the experiments. It is not a desirable feature 
and should be avoided in a practical com-
munication system.

Altogether, this experiment did not show 
any indications of a possible undistinguish-
able synchronization error for SNRs above 
9 dB (when noise rms voltage is about three 
times less than chaotic signal rms voltage), 
which should enable the proposed CSK 
communication at these noise levels. Pro-
totype improvements are required to verify 
the communication possibility at lower 
SNR levels, to ensure minimal (and equal) 
dc voltage bias for CJCs with direct and 
inverted diode. In addition, the actual mini-
mal transmitted chaotic signal bandwidth 
that is necessary for a sustainable chaotic 
synchronization in an ideal environment 
was not estimated in this study, but such 
additional research would make it possible 
to improve the noise immunity of the sys-
tem by using an appropriate bandpass filter 
at the input of the receiver.
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Fig. 12. Impact of signal-to-noise ratio on synchronization error rms voltage for different combinations of CJC 
connections: a –  simulated in the Multisim; b – measured in the prototype circuit.

6. CONCLUSIONS

A coherent CSK communication system 
that uses two modifications of CJC with con-
trolled error feedback synchronization has 
been proposed, and the stability of synchro-
nization has been evaluated for different pos-
sible couplings between two equal and two 
different CJCs with respect to input voltage 
drop and channel noise, using simulations 
and a prototype circuit.

Synchronization error levels between 
synchronized (II, DD) and desynchronized 
(ID, DI) cases of CJC connections are dis-
tinguishable for the slave CJC input voltage 
level above -3 dB from nominal value and 
for SNRs above 9 dB.

The prototype circuit, created only for 
CJC synchronization evaluation, has iden-
tified several possible system weaknesses, 

such as dc bias of the chaotic output sig-
nal and possible CJC instability issues, that 
should be carefully considered when design-
ing and implementing the CSK communica-
tion system based on the synchronization of 
the jerk circuits.

According to the results, the proposed 
digital CSK communication system with 
CJC synchronization can be practically 
implemented. However, this study is just the 
first step in the engineering design process. 
Further steps of this research should involve 
a practical implementation of the proposed 
CSK communication scheme for the evalua-
tion of the impact of noise, interference, mul-
tipath propagation, frequency shift and other 
issues that are common for wireless commu-
nication systems.
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The present paper provides the ways of implementing methods of fuzzy set approach, 
which contributes to an increase in the accuracy, efficiency and functional flexibility of the 
complex control and recognition monitoring systems for the environmental and geoengineer-
ing system simulation. They are based on data mining methods and may be implemented with 
the help of intellectual technologies, including the combination of model pluralism, member-
ship functions, methods of nearest neighbour, results of fractal and chaos theories, methods 
of ensuring robustness and retrospective analysis of the decision tree for success in decision 
making in similar situations.

It is proposed to use the model pluralism to explain a particular information process, 
which uses a number of adequate models, describing the behavior of objects in the case where 
each of the model reflects its behavior objectively, but under different circumstances, which 
are difficult to consider a priori in real time when choosing an adequate model. It is shown that 
the method of the nearest neighbour should be used if it necessary to identify causal relation-
ships and predict further development of the environmental safety events.

Keywords: Fuzzy set, environmental simulation, geoengineering system, nearest neigh-
bour method, predicting unobserved states.
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1. INTRODUCTION

Modern complex control and recogni-
tion systems of the environmental safety 
management and geoengineering systems 
monitoring, as a rule, operate in the context 
of incomplete and fuzzy information, which 
often affects their effectiveness. In addition, 
changes and fluctuations in the performance 
of systems that are probabilistic and fuzzy 
must be taken into account in the risk man-
agement [1]. To improve the efficiency, 
accuracy and functionality of such systems, 
different software and hardware solutions 
are used, that is, ensuring the sufficiency, 
completeness, timeliness and reliability of 
information on the basis of which those or 
other solutions are proposed by generating 
additional data from data mining methods 
[2]–[5]. For the identifying, processing, and 
data analyzing, the intelligence systems are 
used. Data, generated during the course of 
operations, including data generated from 
processes and the additional data, can be 
structured, semi-structured, or unstructured 
depending on the nature and conditions of 
the data use. Due to the amount of data gen-
erally generated during the course of opera-
tions, intelligence systems are commonly 
built on top of and utilize a data warehouse 
[6]. All these make the process of decision 
making more complicated, unclear and 
uncertain with appropriate consequences.  

The method of “the nearest neighbour” 
[7] should be used if it is necessary to iden-
tify causal relationships and predict further 
development of the events. The method 
is based on the estimation of the states of 
the “nearest neighbours”, which are within 
the accepted limits of the confidence inter-
val 2σ, i.e., the uncertainty interval. Char-
acteristics of the researched object at the 
point of interest are compared with the data 
(characteristics) in the nearest (in time or in 

space) neighbouring points of the object. If 
a consistent change in the status indicators 
is observed at all adjacent (right and left) 
points within the standard deviation, one 
can assume that there is a certain trend that 
can be trusted.  

The k-nearest neighbour rule is used 
for an adaptive process monitoring to solve 
the problems arising from nonlinearity, 
insufficient training data, and time-varying 
behaviours [8]. To simplify the process of 
calculating and making online monitoring 
possible the rule of a distance-based update 
is developed.

As it is rightly stated in [9], one can-
not consider information without consider-
ing any situations of uncertainty. Analysis 
of the potential impact of the uncertainty 
of input variables on the performance of 
the wastewater volume forecasting model 
shows that a significant influence of the 
uncertainty of the input variables is dem-
onstrated by water consumption, humidity, 
rainfall, while duration of sunshine, rainfall 
depending on certain conditions have a rel-
atively weak impact of uncertainty of input 
variables [10].

Machine Learning models, includ-
ing Deep Neural Networks, Convolutional 
Neural Networks, naïve Bayes and k‐Near-
est‐Neighbour, are proposed to forecast bio-
logical species behaviour based on traits, 
and infer trait connections responsible for 
species interactions. It is demonstrated that 
such models are more flexible and informa-
tive compared to usual linear models used 
in ecological research [11].

A model-based diagnosis framework in 
which a Bayesian approach is used is pro-
posed in Fault Augmented Model Exten-
sion work [12]. Fault diagnosis using a 
Bayesian approach is based on computing 
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a set of probability density functions, a 
process that is usually intractable for any 
reasonably complex system. Approximate 
Bayesian Computation helps bound the 
numerical and computational complex-
ity. Such an approach gives a possibility to 
create probability distributions of possible 
outcomes and then compare those distribu-
tions against actual observations to perform 
parameter estimation. 

The possible imperfections of the pro-
posed methods of fuzzy set approach used 
for analysis of complex systems, processes 
and ecological data include the develop-
ment of the only, more perfect model for 
simulation. 

The above-mentioned aspects require a 
multi-vector analysis of problems, coverage 
of these problems from different sides in 
order to facilitate understanding (for exam-
ple, based on analogies) and finding more 

successful ways of informational (includ-
ing visual) provision of management pro-
cedures based on system analysis and data 
mining. Moreover, the application of such 
methods in practice is limited by economic 
and management sectors, or data process-
ing for some ecological research. However, 
environmental issues are the most complex, 
fuzzy and uncertain that demand the inno-
vative system approach for their decision.

With the aim of the problem elimina-
tion, it is proposed to use the intellectual 
technologies, including the combination 
of model pluralism with methods of fuzzy 
sets, membership functions, methods of 
nearest neighbours, results of fractal and 
chaos theories, methods of ensuring robust-
ness and retrospective analysis of the deci-
sion tree for successful (by results) choices/
decisions to be used in similar situations. 

2.  METHODS OF FUZZY SET APPROACH

Model pluralism, as one of the data 
mining methods, to explain (understand) 
a particular information process uses a 
number of adequate (relevant) models (by 
nature, usually empirical or semi-empirical) 
to describe the behaviour of objects in the 
case where each model reflects its behav-
iour objectively, but under conditions, dif-
ficult to consider a priori in real time. 

The effect of uncertainty on the result of 
process can be demonstrated by the exam-
ple of a biochemical wastewater treatment 
or anaerobic digestion system [5]. Such a 
biochemical technology is a classic model 
of a system operating under uncertainty: 
its states (indicators of the degree of con-
tamination of wastewater and treated water 
by various pollutions) are usually deter-
mined not in real time, as well as there is 
a close, but unambiguous, relationship 

among external factors (temperature of the 
environment, atmospheric pressure, rainfall 
intensity, time during which purification 
processes take place, etc., and there is also a 
significant time lag between different events 
and changes in states of the system). Man-
agement of such a system should involve: 

• monitoring of the states of the system 
and the degree of possibility of such 
states; 

• determination of conditions that are 
impossible according to additional 
information (for example, wastewater 
indicators cannot be better or the same 
as natural water indicators);

• prediction of the states that are not actu-
ally observed, but fundamentally pos-
sible.
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The values   of the amplitudes of the 
actual output data of monitoring of the eco-
system or complex geoengineering system 
(%) can be presented as a function of time 
for the three selected models-standards of 
the response to the calibrated input param-
eter (for example, a single pulse) (Fig. 1). 

Such a model is characterised by its dis-
tance (Euclidean metrics) dE  from the dis-
tribution of really determined values   of the 
amplitudes yi and the distribution of values 
yi 

m  corresponding to the m-th  model:

 
(1)

Fig. 1. Values of the amplitudes   of output data (%) as a function of time for the three selected models-standards 
of response to the input parameter: n – the number of points at which the amplitudes are determined,  m – the 

model number (I, II, III),  , , , – the value of the actually measured parameter (respectively, for the three 
variants of the real systems).

The use of multiple models instead 
of the only one allows supplementing the 
existing “reality” with those “nuances” 
inherent in alternative models, and provides 
the more comprehensive assessment of the 

situation (including behavioral motives) 
and informed decision making as a rule.

The choice of the optimal model Mopt   
corresponds to the condition: 

 (2)

The following heuristics is proposed to 
be used to estimate the trend by the “nearest 
neighbours” method:

IF [ MSTAB ] AND [ SIGN∆STi ± j EQ], THEN [ SOT ]   (3)

where MSTAB – the situation when the measured value does not exceed the limits of the 
standard deviation; SIGN∆STi ± j EQ – the observation result, indicating that the sign of the 
state change at the current measurement at all points to the left and right of i, i.e., at points 
from i to i-j and from i to i+j, is the same relative to the state at the same points during the 
previous measurement or in the spatial distribution; SOT – a certain trend is observed (see 
Fig. 2). 
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Increase of the state  Δxi   in case of 
inconsistent movement of the state indica-
tors at points x1 …x5  has index 1 (that is 
Δxi1), and in case of the consistent move-
ment – index 2 (that is Δxi2).

The method of comparing the charac-
teristics of the nearest neighbours should 
not be considered a tool for improving 

reliability, but it allows estimating at least 
plausible trends in areas where more exact 
information is missing (or rather, hidden 
due to being in the range of uncertainty). 
However, such a technique in itself broad-
ens boundaries of “vision” of the problem 
to some extent.

Fig. 2. Graphical interpretation of the nearest neighbour method: 
a1, a2, am-1, am – the measured values of the parameter, rd – the radius of the boundaries containing the trend 

values, al – the measured value at the trend boundary, aR – the measured value beyond trend, aT – the defined 
value of the parameter.

3. PREDICTING UNOBSERVABLE STATES

Predicting unobservable states is one of 
the main goals of data mining. For the pre-
diction of the states of the ecosystem that 
are not actually observed, but fundamen-
tally possible, a nonzero degree of possibil-

ity fM(c), less than the minimum degree of 
possibility fM(α) calculated for the observed 
states, is given. 

For example,

,   (4)

or

    (5)

where р – a parameter of the distance function Dp (for the Euclidean distance p = 2).
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The fact that there is a possibility of 
predicting unobservable states assumes the 
connection among the event, the phenom-
enon and the state of the system. Such a 
connection does exist, but it is not straight-
forward and allows only evaluating at a 
qualitative level the possible states of the 
system, with a significant (up to a few tens 
of percent) error.

If we compile a table containing:
• the strata (boundaries within which 

wastewater pollution indicators may be 
observed, with appropriate estimates of 
the probability of observation); 

• the set of states capable of observing 
a measure of zero (boundaries beyond 
which the observed variables never 
reach); 

• the computed possible states (but not 
such that can actually be observed);

• the corresponding degrees of feasibility 
of the state realisation and the probable 
consequences of this realisation, it is 
possible to create the conditions for effi-
cient management of processes based 
on heuristics.
We propose to determine the augmenta-

tion of the Euclidean distance (1) between 
pairs of actually observable states that occur 
nearby each other at a given time interval, 
as well as the probability and the possibility 
of transition from one state to another and 
the driving forces (internal and external) 
contributing to it.

The definition of the fundamentally 
possible states that cannot be recorded 
online but that may affect the system and 
its indicators globally, as well as the evalu-
ation their feasibility and expected conse-
quences are proposed further. Here, in the 
first step, it is necessary to make the defi-
nitions on the basis of available data (data 
from observation of the current process at a 
certain interval of monitoring). Then, at dif-
ferent levels of refinement, the best hypoth-

eses regarding the feasibility estimates of 
those or other states of the generalised sys-
tem are determined. The assumptions about 
the effect of these hypotheses on the real 
properties of the researched variables are 
formed then (these assumptions are formed 
on the basis of relevant experimental char-
acteristics and specific functions). Finally, 
the given generalised limit is supplemented 
(or replaced) by the limits reconstructed 
with the help of better hypotheses, and each 
is associated with a degree of confidence. 
When using only the information contained 
in the data, the proposed approach allows 
including in the estimated uncertainty (gen-
eralised limit) some characteristics that can-
not be established with the real observable 
data, i.e., it is possible to predict or update, 
with an estimated degree of certainty, the 
states of variables not included in the fore-
cast or updated in the observation data.

If the measure of increasing the confi-
dence MB to the hypothesis h based on the 
observation of the output e:

,  (6)

where P(h|e) – conditional probability h 
with known e, and P(h) – expert evaluation 
of probability for the specified time inter-
val, then the degree of confidence increas-
ing MD relatively h may be presented as

, (7)

and the factor of uncertainty CF may be 
presented as

. (8)

The values MB, MD and CF, obtained 
for every specific event, are placed in the 
table, which may be used to form the sys-
tem control heuristics for operation under 
uncertainty conditions. These heuristics 
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make it possible to improve the quality of 
biochemical sewage treatment under condi-
tions of uncertainty and action of the factors 
which are evaluated weakly.

 

The above-mentioned situation may be 
illustrated using the data concerned with 
quality of wastewater treatment at Zhytomir 
(Ukraine) treatment facilities (see Fig. 3 
and Table 1, created on the basis of Fig. 3).

Fig. 3. Quality of wastewater treatment at the treatment facilities.

Decision about control action is made 
on the basis of selection (with the Monte-
Carlo approach) of some contamination 
states (limits of existence, which in lin-
guistic form may be presented as “Great 
value” (G), “Medium value” (M), “Low 
value” (L) and ”Natural value” (N) (when 
no control actions are required) accounting 
the possibility of probability of its realisa-

tion. The spectrum of virtual contaminants 
obtained thus allows for the appropriate 
regulatory actions to be taken to minimise 
these contaminants. Thus, if the required 
ratio of biogenic elements in the aerotank 
is BODtotal:N:P=100:5:1, heuristics for the 
implementation of the feeding of active 
sludge with nitrogen and phosphorus com-
pounds has the following form:

IF [{(BOD_M) AND (CNSW_M) AND (CPSW_M)},
OR {(BOD_M) AND (CPSW_M)}], THEN {RAS_N},  (9)

IF{(BOD_G) AND (CNSW_M) AND (CPSW_M)}, THEN {RAS_M},  (10)

IF{(BOD_G) AND (CNSW_L)}, THEN {RAS_G},           (11)

where BOD – values of biological oxygen demands (BODTotal) in wastewater (SW), CNSW – 
content of nitrogen, CPSW – content of phosphorus, RAS – replenishment of active sludge, 
while the probability Pe of heuristic effective operation is calculated as
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Table 1. The Boundaries of Annual Monitoring of Contamination at Treatment Facilities

Type of contamination Maximum value Minimal value Stratum Realisation  
possibility

Biological oxygen demand (BOD5) 370 mg/l 175 mg/l G (370–250) 0.71
M (250–200) 0.20
L (200–150) 0.09

Suspension particles 30 mg/l 8 mg/l G (30–15) 0.08
M(15–10) 0.75
L(10–5) 0.17

Nitrates 27.5 mg/l 12 mg/l G(30–20) 0.03
M (20–15) 0.03
L (15–10) 0.94

Chemical oxygen demand 100 70 M(100–50) 1.0
Nitrites 1.0 0.1 G(1.0–0.5) 0.3

M (0.5–0.1) 0.7
Phosphates 5 3 M (5–1) 1.0
Nitrogen  ammonium 5 1 M (5–1) 1.0

рН 10.6 О2/l 8.7 О2/l
G(11–10) 037
M(10–9) 0,46
L(9–8) 0.17

 
,  (12)

where  рjk – the probability of realisation of j-th strate (j=[ J,1 ]) of k-th parameter (contami-
nation), K – the quantity of the parameters (contamination).

Heuristics for the use of the enhance-
ment process may be formulated as:

IF [{(VSWP_M) AND (BOD_M) AND (CAS_M) AND (IAS_M)} OR {(VSWP_L) 
AND (BOD_G) AND (CAS_G) AND (IAS_M)}], THEN (NCP_N),    (13)

IF{(VSWP_M) AND (BOD_G) AND(CAS_G) AND (IAS_M),THAN(NCP_M),  (14)

IF {(VSWP_G) AND (BOD_M) AND (CAS_M) AND (IAS_G), THAN(NCP_G),  (15)

where VSWP – velocity of SW passing; CAS – active sludge concentration; IAS – the index 
of active sludge (reflects its properties); NCP – necessity of treatment process enhancement. 

Practicability of preliminary adjusting 
of pH level of sewage may be formulated 
as:
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IF {(LPH_M) AND (VSWP _M)}, THEN (NAL_N),   (16)

IF{(LPH_L) AND (VSWP_G)}, THEN (NAL_G),  (17)

IF{(LPH_G) AND (VSWP_L)}, THEN (NAL_M),  (18)

where LPH – the level of pH, NAL – necessity of level of pH adjustment.

4. CONCLUSIONS

1. Methods of fuzzy set can be imple-
mented for the environmental simula-
tion with the help of intellectual tech-
nologies, including the combination of 
model pluralism with methods of fuzzy 
sets, membership functions, methods 
of nearest neighbours, results of fractal 
and chaos theories, methods of ensuring 
robustness and retrospective analysis of 
the decision tree for successful decision 
making. 

2. The use of multiple models of state 
of the ecosystem or complex geoen-
gineering system instead of the only 
one allows supplementing the existing 
data with unobserved one in alterna-
tive models, and provides a more com-
prehensive assessment of the situation 
(including behavioural motives) and 
informed decision making.

3. The augmentation of the Euclidean dis-
tance between pairs of actually observ-
able states of the geoengineering system 

allows including in the estimated uncer-
tainty some characteristics that cannot 
be established with the real observ-
able data, i.e., it is possible to predict 
or update, with an estimated degree 
of certainty, the states of variables not 
included in the forecast or updated in 
the observation data.

4. The calculation of the boundaries of 
annual monitoring of contamination 
at treatment facilities with definition 
of the stratum and the realisation pos-
sibility demonstrates the trends of the 
process and separate periodic variable 
processes from catastrophic ones.

5. The use of the created approach allows 
for effective environment control and 
management under condition when 
there is insufficient or fuzzy informa-
tion about the real state, outward and 
interior disturbances, and also about 
their deviations.
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