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In many fields of science, it is often impossible to preserve the information about the phase 
of the electromagnetic field, and only the information about the magnitude is available. This 
is known as the phase problem. Various algorithms have been proposed to recover the infor-
mation about phase from intensity measurements. Nowadays, iterative algorithms of phase 
retrieval have become popular. Many of these algorithms are based on modulating the object 
under study with several masks and retrieving the missing information about the phase of an 
object by applying mathematical optimization methods. Several of these algorithms are able 
to retrieve not only the phase but also the magnitude of the object under study. In this study, 
we investigate the effect of the range of modulation of a mask on the accuracy of the retrieved 
magnitude and phase map. We conclude that there is a sharp boundary of the range of modu-
lation separating the successfully retrieved magnitude and phase maps from those retrieved 
unsuccessfully. A decrease in the range of modulation affects the accuracy of the retrieved 
magnitude and phase map differently.

Keywords: Coherent diffractive imaging, magnitude, phase retrieval, phase problem. 
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1. INTRODUCTION

Due to the extremely rapid oscillations 
of the electromagnetic field [1], it is often 
impossible to preserve the information 
about the phase of the field, and only the 
information about the magnitude is avail-
able [2]. This is widely known as the phase 
problem and is encountered in many fields 
of science. The information about the phase 
of the diffracted field, however, is very 
important to retrieve the structure of the dif-
fracting object [3]. In order to overcome the 
phase problem, various algorithms of phase 
retrieval have been proposed. Historically, 
the first algorithm proposed to retrieve the 
phase of an object from diffraction patterns 
was the Gerchberg-Saxton algorithm based 
on alternating projections [4]. Later, Fienup 
modified the Gerchberg-Saxton algorithm 
by replacing some of the constraints in the 
real domain with other constraints in accor-
dance with the measured Fourier magnitude 
[5]. The Fienup algorithm is itself divided 
into two different subversions [6]. The 
Gerchberg-Saxton and Fienup algorithms 
were followed by the transport of intensity 
equation (TIE) [7]. In TIE, two intensity 
measurements at adjacent planes are suffi-
cient to retrieve the phase of an object. TIE 
has also several versions like standard TIE, 
higher-order TIE and Gaussian process TIE.

Today, many iterative phase retrieval 
algorithms have been developed. An itera-
tive algorithm PhaseLift requires modulat-
ing the object under study by a very limited 
number of masks and recovers the structure 
of the object from coded diffraction patterns 
under very noisy conditions [8], [9]. The 
original solution to PhaseLift is based on 
convex optimization; however, it was later 
optimized using low-rank Riemannian opti-
mization methods [10]. PhaseLift formu-
lates phase retrieval as finding a rank-one 

matrix. An algorithm PhaseCut [11] may be 
seen as a modification of PhaseLift. Phase-
Cut separates phase and magnitude vari-
ables and has been shown to be more stable 
than PhaseLift in the presence of noise. 
An algorithm SR-SPAR using sparsity in 
a complex object domain allows achieving 
superresolution about a quarter wavelength 
[12], while an algorithm GESPAR is able to 
recover a sparse object from intensity mea-
surements and repeatedly updates the sup-
port of the object to avoid getting stuck [13]. 
While the aforementioned algorithms have 
been primarily developed to solve the phase 
problem, as the name suggests, several of 
them, e.g., PhaseLift, SPAR and GESPAR 
are also able to retrieve the complex field, 
i.e., the magnitude of the object along with 
the phase. As already mentioned, the algo-
rithm PhaseCut separates the phase and 
magnitude of the object to be recovered. 
Generally, the magnitude retrieved by algo-
rithms of phase retrieval has been studied 
minimally [14], [15].

In this study, we simulated the retrieval 
of a complex object with the algorithm 
PhaseLift and studied its accuracy depend-
ing on the range of modulation of pure 
phase masks. We chose the algorithm 
PhaseLift for its several advantages com-
pared to other algorithms. As already men-
tioned, it requires a smaller number of 
modulating masks compared to other algo-
rithms. Candes and Huang [8]–[10] showed 
that six modulating masks were sufficient 
for successful phase retrieval by PhaseLift. 
We have shown previously that four ampli-
tude masks generated from a single mask 
are sufficient for reasonable phase retrieval 
[16], while other algorithms require all 
masks being different. PhaseLift is also 
able to retrieve the phase of an object from 
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very sparse data suggesting that imaging 
cameras of low bit depth are sufficient for 
capturing diffraction patterns. As far as the 
authors know, the performance of Phase-

Lift has been studied for different types and 
number of modulating masks; however, the 
effect of the range of modulation on its per-
formance has never been studied before.

2. METHODS

2.1. Phase Retrieval

A two-dimensional complex object to 
be retrieved is given by

 (1)

while its vectorized form is given by

 (2)

where 1 2n n n= ⋅ .

The discrete Fourier transform (DFT) of 

0x  is given by

0 0(x ) T xℑ = ⋅ , (3)

where the matrix T is the Kronecker pro-
duct of the DFT matrix W , i.e.,

T W W= ⊗ . (4)

The size of the matrix W  is 1n  by 2n . 
Let us also suppose we have l  complex 
random modulating masks

 (5)

where 1,2,...,i l= .

Let us denote the vectorized form of id  
by  and point-wise multiplication by 
. ⋅ . The DFT of the modulated object 0d xi ⋅  
is given by

0 0(d . x ) Z xi iℑ ⋅ = ⋅ ,  (6)

where the matrix Zi  is given by an equation

Z T Diag(d )i i= ⋅ ,   (7)

where Diag(d )i  is an n  by n  matrix with 
the modulating waveform di  on its main 
diagonal all other elements being zeros.

For the i -th mask, we have the modulus 
of the DFT of the modulated object in a vec-
tor b

ki  given by an equation

0b z ,x
k ki i= ,  (8)

where z
ki  is the k -th row of the matrix Zi  

and the index of measurement 1,2,...,k n= .

Let us define a matrix Z  for all l  masks:

1

2

Z
Z

Z

Zl

 
 
 =
 
 
 


.   (9)

We can write

0b z ,xp p= , (10)

where z p  is the p-th row of the matrix Z  
and the index of measurement 1,2,...,p m= . 
Here, 1 2m l n l n n= ⋅ = ⋅ ⋅ .
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If we denote a vector containing all the 
moduli by b  then we can write

0b Z x= ⋅ .   (11)

As only intensity, i.e., the squared mod-
ulus of the DFT or Fraunhofer diffraction 
pattern, is detected, we have quadratic mea-
surements of form

, (12)

where  denotes the vector contain-
ing squared elements of the vector b , 

* *
0 0diag(Z x x Z )⋅ ⋅ ⋅  denotes the vectorial 

form of the matrix * *
0 0Z x x Z⋅ ⋅ ⋅  while the 

asterisk * denotes the conjugate transpose.

If we denote *
0 0x x⋅  by 0X , the phase 

retrieval by PhaseLift can be formulated as 
finding a rank-one matrix [8]–[11]:

find

0X

subject to

Here, 0X  is the rank-one solution and 
factorizing it in the form *

0 0x x⋅  yields the 
solution to the phase retrieval problem. The 
rank minimization problem, however, is NP 
hard and in convex programming can be 
relaxed to trace minimization:

min

0trace(X )

subject to

Huang suggested using an alternate cost 
function due to the complexity associated 
with convex programming [10]. It is known 
that if the rank of 0X  is p , then there is 

 satisfying *
0Y Y Xp p⋅ = . Then 

the following cost function can be used:

 (13)

PhaseLift optimizes the cost function 
in each iteration using one of several low-
rank Riemannian optimization methods 
[10]. The algorithm was stopped when the 
norm of the gradient of the cost function fell 
below 10-5.

2.2. Simulations

Complex objects of unity large magni-
tude maps and distorted phase maps were 
used as test objects in the simulations (see 
Fig. 1 left). The phase maps of the objects 
were scaled versions of each other. One 
of the objects was selected as the origi-
nal object, while the phase maps of other 
objects were obtained by multiplying the 

phase map of the original object with a scal-
ing factor s  taking values 0.5, 1.5, 2.0., and 
2.5. In order to generate the phase map of 
the original object, random Zernike coeffi-
cients in the range from -1 µm to 1 µm up 
to the 6th order were generated. The units of 
phase distortions were radians. The size of 
the objects were 256 by 256 pixels.
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Fig. 1. Left – one of the objects used in the simulations. The scale on the right side is given in radians. 
Middle – one of the phase masks with the range of modulation  = 0.8. The scale on the right side is given in 

radians. Right – the surface profile of a cut-out of the phase mask. The length of the cut-out is 16 pixels.

The root-mean-square error of the phase 
map of an object poRMSE  was calculated 
according to an equation

2
0 0

1
( )

n
i

i
poRMSE

n

ϕ ϕ
=

−∑
= , (14)

where 0ϕ  is the average value of all data 
points of a phase map 0ϕ , 0iϕ  is the value 
of the i-th data point, and n  is the number 
of data points.

In order to assess the quality of the 
retrieved magnitude map rA , the root-
mean-square error of the residual magni-
tude map of an object mresRMSE  was cal-
culated according to an equation

( ) ( )( )20 0
1

n
r r ii

mres

A A A A
RMSE

n
=

− − −∑
= , (15)

where 0 rA A−  is the average value of all 
data points of the residual magnitude map 

0 rA A− , ( )0 r iA A−  is the value of the i-th 
data point, and n  is the number of data 
points.

In order to assess the quality of the 
retrieved phase map, the root-mean-square 
error of the residual phase map of an object 

presRMSE  was calculated according to an 
equation

( ) ( )( )20 0
1

n
r r ii

presRMSE
n

ϕ ϕ ϕ ϕ
=

− − −∑
= , (16)

where 0 rϕ ϕ−  is the average value of 
all data points of the residual phase map 

0 rϕ ϕ− , ( )0 r iϕ ϕ−  is the value of the i-th 
data point, and n  is the number of data 
points.

In order to compare the presRMSE  
among objects with different poRMSE , the 

presRMSE  was divided by the respective 
poRMSE .

The masks used to modulate the object 
were of the same size as the object. The 
masks were random pure phase masks mod-
ulating the phase of the object at each point 
by a random value within a certain range 
(see Fig. 1 right). The inset shown on the 
right side of Fig. 1 is a region of the phase 
mask contained within the white square. 
Here, we introduce the range of modulation 
of a mask denoted by M  and defined as

max min
2

M ϕ ϕ
π
−

=
⋅

, (17)

where maxϕ  and minϕ  are the maximum 
and minimum value of the phase mask, 
respectively, within the range from -π to +π.

The range of modulation M  varied 
between 0.1 and 0.8 in steps of 0.1. The 
selected range of modulation was based on 



8

a spatial light modulator (SLM) available in 
our laboratory guaranteeing that the range 
of phase modulation M  as the results of 
simulations indicate the achievable accu-
racy of the retrieved magnitude and phase 
maps of an object. The size of a pixel of the 
SLM is 8 µm so that an object and mask of 
size 256 by 256 pixels correspond to the lin-

ear size 2048 by 2048 µm. The maximum 
phase shift that can be introduced by the 
SLM is 2.9⋅π radians at the wavelength of a 
He-Ne laser (λ = 0.6328 µm corresponding 
to 2⋅π radians). The peak-to-valley value of 
the original object was about 11.2 radians 
corresponding to about 1.1 µm at the wave-
length of a He-Ne laser.

3. RESULTS

Figure 2 shows the retrieved magni-
tude and phase maps of the object with 
the scaling factor s  = 2 for all ranges of 
modulation M . The range of modulation 
M  increases from left to right and from 
top to bottom. It can be easily noticed that 
the range of modulation M  of at least 60 
% of a full wave is required for a success-

ful retrieval of the magnitude map of the 
selected object. A sharp boundary separat-
ing successfully retrieved magnitude maps 
from those retrieved unsuccessfully was 
characteristic of all objects. The values of 
the magnitude maps are shown in arbitrary 
units and have been normalized so that the 
maximum value equals unity.

Fig. 2. The retrieved magnitude maps of the object with the scaling factor s = 2 for all ranges of modulation M 
changing from 0.1 to 0.8 in steps of 0.1. The range of modulation M increases from left to right and from top 
to bottom. One can notice the sharp boundary separating successfully retrieved magnitude maps from those 

retrieved unsuccessfully.

Figure 3 shows the retrieved phase 
maps of the same object with the scaling 
factor s = 2 for all ranges of modulation M. 
The retrieved phase maps were wrapped 
within the range from -π to +π and had to be 
unwrapped using an algorithm freely avail-
able on the Internet. The retrieved phase 
map is also comparable to the original one 
starting from the same range of modulation 

M, i.e., 60 %. Below this level, there is no 
similarity between the retrieved phase map 
and the object. Generally, the minimum val-
ues of the range of modulation M for suc-
cessful retrieval of the magnitude and phase 
map are always equal given one and the 
same object. The units of phase maps are 
given in radians. 
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Fig. 3. The retrieved phase maps of the object with the scaling factor s = 2 for all ranges of modulation M 
changing from 0.1 to 0.8 in steps of 0.1. The range of modulation M increases from left to right and from top to 
bottom. One can notice the sharp boundary separating successfully retrieved phase maps from those retrieved 

unsuccessfully.

Figure 4 shows the mresRMSE  (left) 
and the normalized presRMSE  (right) for 
all ranges of modulation M . The error 
bars are standard errors calculated from 
the results of five simulations. The labels 
top right show the poRMSE  of the objects. 
The presRMSE  was normalized by dividing 
it with the corresponding poRMSE . It can 
be easily noticed that the mresRMSE  grows 
for all objects as the range of modulation 
M  is reduced while three distinct regions 
of the presRMSE  can be noted. For the 
largest range of modulation M , i.e., 0.8 of 
a full wave, the presRMSE  of all objects is 
low except the object having the smallest 

poRMSE . Starting from a certain value of 

the range of modulation M , the presRMSE  
starts to increase rapidly as the range of 
modulation M  is decreased. The exact 
range of modulation M  at which the 

presRMSE  starts to grow rapidly depends 
on the poRMSE . It should also be noted 
that the highest presRMSE  also depends 
on the poRMSE , i.e., the presRMSE  was 
higher for objects having small poRMSE . 
As the range of modulation M  is further 
reduced, the presRMSE  of objects having 
small poRMSE  remained constant while the 

presRMSE  of objects having large poRMSE  
started to fall reaching the level of objects 
having small poRMSE .

Fig. 4. Dependence of the RMSEmres (left) and RMSEpres (right) on the range of modulation M. Generally, the 
growth of the RMSEmres is similar for all objects except the object with the smallest RMSEpo. The RMSEpres is 
always low for large ranges of modulation M irrespective of RMSEpo. For medium ranges of modulation M, 
the RMSEpres strongly depends on the RMSEpo while for low small ranges of modulation M the RMSEpres is 

approximately constant and does not vary considerably with the RMSEpo.
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4. DISCUSSION AND CONCLUSIONS

The results suggest that the retrieval 
of the magnitude and phase of an object 
is compromised differently as the range 
of modulation is reduced. Differences 
between the changes in the mresRMSE  and 

presRMSE  along with the changes in the 
range of modulation M  may be explained 
by separating the magnitude and phase of 
an object and analysing the spatial spectrum 
of both components.

The magnitude map being completely 
flat contains predominantly low spatial fre-
quencies, and hence the intensity of high 
spatial frequencies strongly depends on 
the range of modulation M . Due to zero-
ing the high spatial frequencies because of 
the low bit depth, the amount of informa-
tion carried by the high spatial frequencies 
decreases and the mresRMSE  increases as 
the range of modulation M  decreases. For 
all objects, except the object with the small-
est poRMSE , the effect of the poRMSE  on 
the mresRMSE  seems negligible.

The analysis of the effect of the range of 
modulation M  on the presRMSE  is more 
complicated. In the region, where the range 
of modulation M  is low, high spatial fre-
quencies are of low intensity irrespective 
of the poRMSE  and are forced to zero due 
to the low bit depth. The bright central part 
occupies about the same region of the dif-
fraction pattern irrespective of the poRMSE
, and therefore the normalized presRMSE  
is approximately constant. In the region, 
where the range of modulation M  is large, 
high spatial frequencies are intense for all 
objects despite the low bit depth ensuring 
favourable conditions for the algorithm to 
converge to a solution. 

One can also note that smaller ranges 
of modulation M  are required for objects 
of large poRMSE  compared to objects 

of smaller poRMSE . The middle region 
is a transition between the two extremes 
where zeroing the high spatial frequencies 
depends both on the M  and the poRMSE
. If the poRMSE  is small, the high spatial 
frequencies are still forced to zero because 
of the low bit depth despite that the range of 
modulation M  is moderate; however, for 
objects with higher poRMSE  high spatial 
frequencies are non-zero. Particularly large 

presRMSE  of the object with the small-
est poRMSE  suggests that the probability 
of unsuccessful phase retrieval from very 
sparse intensity measurements increases as 
the range of modulation M  increases given 
that the sparsity of the intensity measure-
ments remains the same. To summarise, 
the effect of the range of modulation M  
dominates when reaching the extreme val-
ues while at moderate levels of the range 
of modulation M  the contents of spa-
tial frequencies of the object dictate the 

presRMSE .
Finally, we conclude that increasing the 

bit depth of intensity measurements may 
lower the minimum the range of modula-
tion M  sufficient for successful retrieval of 
a complex object. It can also be expected 
that the probability of retrieving an object 
with small poRMSE  increases as the bit 
depth is increased given that the range of 
modulation M  remains the same. Objects 
having particularly large poRMSE  may 
even be retrieved from diffraction patterns 
of very low bit depth. 

Ability to retrieve phase maps having 
large poRMSE  from very sparse intensity 
measurements is very important in astron-
omy where imaging the celestial objects 
is compromised by very turbulent atmo-
spheric layers [17]. Studying the effect of 
bit depth on the quality of phase and mag-
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nitude retrieval constitutes a wide scope of 
research, and we plan to address this ques-
tion in future. It can also be expected that 

oversampling the diffraction patterns may 
lower the requirements of the minimum 
necessary range of modulation M .
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The study focuses on the optical properties of the CZTS multicomponent semiconductor 
absorber with 3 % “production” impurities of Cd, Na, O within the framework of the density 
functional theory using the generalized gradient approximation and the SCAPS program, as 
well as investigates their influence on the performance and efficiency of CZTS-solar cells. 
The results showed that the introduction of Cd, Na, O impurities would lead to a decrease in 
the intensity of the absorption bands at 2.06 eV and 2.55 eV. The density of states CZTS: (Cd, 
Na, O) was determined from first principles, and it was revealed that impurities of Cd and O 
atoms would lead to a decrease in the band gap (to 0.9 eV and 0.79 eV), and an increase in Na 
impurity absorption (1.2 eV). It was also found that a decrease in the band gap led to a decrease 
in the open circuit voltage, and it was also shown that “industrial” impurities led to a decrease 
in the efficiency of energy conversion of solar cells to 2.34 %.

Keywords: Cu2ZnSnS4 (CZTS), density of states, JV-characteristics, optical absorption 
coefficient, SCAPS, solar cell.
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1. INTRODUCTION

Currently, one of the most emerging 
problems is the lack of energy resources 
and environmental pollution. For a com-
prehensive solution of these environmen-
tal tasks, it is of interest to use renewable 
energy sources, as well as to increase their 
share of consumption. Promising areas 
of alternative energy are the use of solar 
energy, the movement of air masses, ebb 
and flow, sea currents and others. To con-
vert the listed types of energy into electri-
cal energy, energy converters are needed, as 
well as efficient operation of power supply, 
energy storage devices are required. The 
solution to these problems will make it pos-
sible to create highly efficient, economical 
and environmentally-friendly power supply 
systems.

Note that various options have already 
been proposed and successfully developed 
for energy converters, such as solar bat-
teries [1]–[3], wind generators [4], [5], 
geothermal converters [6], as well as for 
different energy storage devices, such as a 
superconducting inductive storage [7]. To 
improve the performance of these systems, 
new properties of solar radiation absorbers 
[8]–[10], quasi-two-dimensional materials 
[11]–[13], superconductors [14]–[16] and 
others are being searched.

Solar energy is the most economical 
and efficient among all the listed renew-
able energy sources. Therefore, in recent 
years, active work has been carried out to 
introduce alternative sources of power sup-
ply to various objects of special equipment 
with autonomous electricity based on pho-
tovoltaic modules using solar energy. To 
improve the output energy characteristics of 
such modules, the electronic properties of 
nanomaterials [17]–[20], due to quantum-
size effects, are being intensively studied. 

The application of the quantum properties 
of quasiparticles can lead to a significant 
improvement in the basic parameters of 
photoelectronic devices.

It is impossible to develop new types 
of solar cells without understanding the 
ongoing physical and chemical processes 
when converting solar energy into electri-
cal energy. Currently, work is underway 
to study thin-film solar cells based on Cu 
(In, Ga) (S, Se)2 (CIGS) [21]–[23]. This is 
due to the fact that they have high absorp-
tion coefficients and are relatively cheap 
[24]. However, despite the above advan-
tages, thin-film solar cells based on CIGS 
are inferior to their counterparts in terms of 
efficiency and radiation resistance, and the 
elements In and Ga included in CIGS are 
highly toxic substances. In order to avoid 
the expensive disposal of such toxic ele-
ments for the creation of thin-film solar 
cells, the photovoltaic properties of envi-
ronmentally-friendly materials are being 
intensively studied. By replacing highly 
toxic elements In, Ga, respectively, with 
non-toxic elements Zn, Sn, a multicompo-
nent semiconductor compound Cu2ZnSn 
(S, Se)4 (CZTS) was obtained [25]. The 
unit cell of the CZTS structure is shown in 
Fig. 1.

Fig. 1. Unit cell structure of CZTS.
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Fig. 2. Multicomponent solar cell  
model based on CZTS.

Thin-film solar cells based on 
Cu2ZnSn(S,Se)4 are a layered structure 
of the type ZnO/CdS/CZTS, i-ZnO/ZnS/
CZTS, etc., see, for example, Fig. 2. Such 
layered and multicomponent structures are 
very complex and during production the 
absorber of the CZTS solar cell is contami-

nated with various impurities, for example, 
cadmium from the adjacent layer of CdS, 
Na from glass, as well as oxygen, nitrogen 
and hydrogen atoms penetrating from the 
air; therefore, we will call such impurities 
“production”. Despite the low concentration 
of industrial impurities, they affect the opti-
cal characteristics of the absorber, which is 
important to take into account when devel-
oping high-performance solar cells.

In this paper, within the framework 
of the density functional theory using the 
generalized gradient approximation (DFT-
GGA), the optical properties of the CZTS 
absorber with 3% Cd, Na and O impuri-
ties are determined, and the effects of these 
impurities are estimated using the SCAPS 
program (a Solar Cell Capacitance Simula-
tor) on the electrical transport properties of 
a solar cell by the example of the structure 
i-ZnO/CdS/CZTS/glass.

2. SIMULATION MODEL AND METHODS

The procedure for optimizing the CZTS 
geometry and describing the interatomic 
interaction was carried out within the 
framework of the density functional theory 
(DFT); the generalized gradient approxima-
tion GGA-PBE was used as the exchange-
correlation functional [26]. When optimiz-
ing the structures, the atomic configuration 
parameters were relaxed until the forces on 

all atoms became less than a predetermined 
threshold value of 0.05 eV/Å.

Computer simulation of the optical 
characteristics of CZTS, CZTS: Cd, CZTS: 
Na, CZTS: O was carried out within the 
DFT-GGA using the Kubo-Greenwood 
equation, which determined their dielectric 
susceptibility:

( ) ( ) ( )2 4

2 2
0

m n ji
ij nm mn

nme nm

f E f Ee
m V E i

χ ω π π
ε ω ω

−
= −

− − Γ
∑



 
,  (1)

where i
nmπ  is i -component of the dipole matrix element between state n and m; V – the vol-

ume; Γ  – the broadening; e  – the charge of the electron;   – Planck’s constant; E  – energy; 
( )f E  – the Fermi distribution function of quasiparticle energy; 0ε – dielectric constant of 

vacuum; ω  – frequency; em  – electron mass.
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From Eq. (1), the dependence of the 
dielectric constant on frequency (on energy) 
is determined:

( ) ( )1ε ω χ ω= + .  (2)

Using the imaginary and real parts 
of the dielectric constant (2), we find the 
extinction coefficient:

( )
2 2Re( ) Im( ) Re( )

2
k

ε ε ε
ω

+ −
= . (3)

From (3) optical absorption coefficient 
is determined:

2 k
c
ωα = .  (4)

Simulation of optical properties of 
CZTS is done using program Atomistix 
ToolKit with Virtual NanoLab [27].

To determine the density of state of 
CZTS, we first calculate its local density of 
states (LDOS):

( ) ( ) ( ) ( ), ij i j
ij

D r r rε ρ ε φ φ= ∑ ,  (5)

where ( ) ( ) ( )L Rρ ε ρ ε ρ ε= + , ( )rφ  – base 
orbitals. The density of states CZTS is 
obtained by integrating the LDOS over the 
entire space: 

( ) ( ) ( )ij ij
ij

D drD Sε ε ρ ε= = ∑∫ , (6)

where ( ) ( )ij i jS r r drφ φ= ∫  – the overlap 
matrix.

In this paper, the assessment of the 
influence of Cd, Na, O impurities on the 
output parameters of solar cells based on 
the CZTS absorber was carried out using 
the SCAPS program developed by the 
Department of Electronics and Information 
Systems (ELIS) of the University of Ghent 
[28]–[31]. Using the SCAPS program, the 
output energy parameters of multicompo-
nent solar cells CZTS / CdS / i-ZnO / glass, 
CZTS: Cd / CdS / i-ZnO / glass, CZTS: Na / 
CdS / i-ZnO / glass, CZTS: O / CdS / i-ZnO 
/ glass were simulated.

The calculation of the photovoltaic 
parameters of solar cells based on CZTS 
was carried out by numerically solving the 
basic equations of the semiconductor (Pois-
son’s equation, which relates the electro-
static potential to the total charge density):

0
def

r ADe p n N N
x x e

ρψε ε + −∂ ∂   = = − − − − +   ∂ ∂   
,  (7)

where ψ  – electrostatic potential; rε  – semiconductor dielectric constant; DN +  – ionized 
donor concentration; AN −  – ionized acceptor concentration; p – free hole concentration; 
n  – free electron concentration; defρ  – defect charge density.

Drift and diffusion mechanisms of 
charge carrier transport in semiconductors 
are described, respectively, by the follow-
ing equations: 

n n n
dn dJ D n
dx dx

φµ= + ,                                        (8.1)

p p p
dp dJ D p
dx dx

φµ= + , (8.2)

where nJ  and pJ  – current density of elec-
trons and holes; nD  and pD  – diffusion 
coefficients of electrons and holes; φ – elec-
tric field; nµ  and pµ – mobility of electrons 
and holes, respectively.
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The external quantum efficiency of a 
model solar cell is determined by the for-
mula:

( )
( )

phJ
EQE

eF
λ
λ

= ,  (9)

where ( )phJ λ  – total photogenerated cur-
rent density; ( )F λ  – solar stream. Solar 

radiation AM 1.5 with a power density of 
100 mW/cm2 is used as a source of sunlight. 
Note that the SCAPS software calculates 
the photovoltaic parameters taking into 
account the Shockley-Reed-Hall recombi-
nation statistics.

The basic SCAPS equations are 
described in detail in [28]–[31].

3. RESULTS AND DISCUSSION

Figure 3 shows the results of calculating 
the optical characteristics of CZTS, CZTS: 
Cd, CZTS: Na, CZTS: O. As can be seen, 
a significant contribution to the extinction 
coefficient is made by the imaginary part of 
the dielectric constant (see Eq. (3)). CZTS 

absorbs radiation in a wide energy range of 
~ 1.6–3 eV, forming 2 absorption bands at 
energies of 2.06 eV and 2.55 eV. Note that 
one more absorption band outside the con-
sidered interval appears at 1.2 eV.

Fig. 3. Optical characteristics of the absorber CZTS: 
a) real parts of the dielectric constant Re(ε); 

b) complex parts of the dielectric constant Im(ε); 
c) k is the extinction coefficient; 

d) α – the optical absorption coefficient.



18

The introduction of 3 % Cd impuri-
ties, which replace mainly Zn atoms in the 
CZTS crystal lattice, will lead to a decrease 
in the intensity of the absorption spectrum 
at 2.1 eV; however, at 0.6 eV, a new band 
appears, and the band at ~ 1.2 eV disap-
pears. An impurity of Na will also lead to a 
decrease in the intensities of the absorption 
band at 2.06 eV and 2.5 eV. The absorption 
band at 1.2 eV shifts to the high-energy side 
of 1.32 eV, and a new band appears at 0.41 
eV. An impurity of an oxygen atom substi-
tuting a sulfur atom in the crystal lattice will 
lead, as in the case of other impurities, to a 
decrease in the intensity of the main absorp-

tion bands and their insignificant energy 
displacement of 2.03 eV and 2.5 eV. More-
over, in the low-energy region (at 0.88 eV 
and 1.4 eV), new absorption bands appear.

Figure 4 shows the results of calcu-
lating the density of states (DOS) CZTS, 
CZTS: Cd, CZTS:Na, CZTS:O. As can 
be seen, 3 % impurity of Cd and O atoms 
will lead to a decrease in the band gap from 
1.1 eV to 0.9 eV and 0.79 eV, respectively, 
and the same concentration of Na impurity 
increases the band gap to 1.2 eV. Small 
changes in the CZTS bandgap affect other 
energy parameters of solar cells based on 
them.

Fig. 4. Density of states of CZTS crystals.

Table 1 shows the main energy output 
parameters of a CZTS-based solar cell: (Cd, 
Na, O): open-circuit voltage (Voc), short cir-
cuit current density (Jsc), fill factor (FF) and 
power conversion efficiency (PCE). As can 
be seen, with a decrease in the band gap in 
CZTS: Cd, CZTS: O, the open circuit volt-
age Voc noticeably decreases from ~ 0.3 V 

to 0.19 V and 0.16 V, respectively. Also, a 
decrease in the band gap leads to a slight 
increase in the short-circuit current den-
sity from 27.6 mA / cm2 to 30.41 mA/cm2. 
Despite the small dose of Cd, Na, O impuri-
ties, their presence leads to a decrease in the 
PCE of solar cells. PCE decreases from ~ 
5 % to 2.34 %.
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Table 1. The Main Output Energy Parameters

Voc, V Jsc, mA/cm2 FF, % PCE, %
CZTS 0.297 27.595 60.58 4.97
CZTS:Cd 0.187 30.282 46.07 2.61
CZTS:Na 0.277 25.674 56.37 3.3
CZTS:O 0.157 30.409 49.22 2.34

One of the main characteristics of solar 
cells is the JV characteristic (Fig. 5). The JV 
characteristic reflects the internal dynamics 
of a solar cell and shows the parameters that 
determine its output power. As can be seen, 
a solar cell based on an absorber contami-
nated with Cd, Na, O has relatively worse 
JV characteristics and is significantly infe-
rior in output power from a solar cell based 
on a pure absorber.

The quantum yield of a solar cell based 
on a pure and impurity absorber is shown in 
Fig. 6. The quantum yield of solar cells with 
CZTS: Cd and CZTS: O is noticeably infe-
rior to that of a pure absorber in the high-
energy region (~ 2.8–4 eV), and in the case 
of CZTS: Na, on the contrary, in the low-

energy region (~ 1.5–2.5 eV). We believe 
that this is due to a change in the band gap 
towards a decrease in CZTS: Cd (Eg ~ 0.9 
eV) and CZTS: O (Eg ~ 0.79 eV) and an 
increase in the case of CZTS: Na (Eg~1.2 
eV), as well as a change in their optical 
characteristics.

In the end, it should be noted that the 
important role in the functioning of various 
devices, including solar cells, depends on 
the state of their surface, defects on the sur-
face and in the near-surface layer, surface 
porosity, stability of adsorbed molecules, 
etc. [32]–[45]. Some of these issues are in 
progress and will be reported in subsequent 
articles.

Fig. 5. JV characteristics of a solar cell based on 
CZTS.

Fig. 6. CZTS based solar cell quantum yield.

4. CONCLUSIONS

Thus, in this paper, within the frame-
work of the DFT-GGA, the optical prop-
erties of the CZTS multicomponent semi-
conductor absorber with a 3 % impurity of 
Cd, Na, O were determined, as well as their 

effect on the performance of CZTS solar 
cells was considered. It was shown that the 
introduction of these impurities would lead 
to a decrease in the intensity of the absorp-
tion spectrum at 2.06 eV and 2.55 eV. It was 
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revealed that impurities of Cd and O atoms 
would lead to a decrease in Eg CZTS to 0.9 
eV and 0.79 eV, respectively, while impuri-
ties of Na atoms increased Eg to 1.2 eV. It 
was found that with a decrease in the band 
gap in CZTS: Cd, CZTS:O, the open circuit 
voltage Voc noticeably decreased from ~ 0.3 
V to 0.19 V and 0.16 V, and the indicated 
impurities led to a decrease in the PCE of 
solar cells from ~ 5 % to 2.34 %. It was 

shown that solar cells with impurity absorb-
ers had poorer JV characteristics, and their 
quantum yield was noticeably inferior to 
those of a pure absorber both in the high-
energy region (CZTS: Cd, CZTS: O) and 
in the low-energy region (CZTS: Na). The 
results obtained can be useful in the devel-
opment of environmentally-friendly solar 
cells based on CZTS for future technolo-
gies.
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Two different methods of synthesis of TiO2/WO3 heterostructures were carried out with 
the aim to increase photocatalytic activity. In this study, anodic TiO2 nanotube films were syn-
thesized by electrochemical anodization of titanium foil. WO3 particles were applied to anodic  
Ti/TiO2 samples in two different ways – by electrophoretic deposition (EPD) and insertion dur-
ing the anodization process. Structural and photocatalytic properties were compared between 
pristine TiO2 and TiO2 with incorporated WO3 particles. Raman mapping was used to character-
ise the uniformity of EPD WO3 coating and to determine the structural composition. The study 
showed that deposition of WO3 onto TiO2 nanotube layer lowered the band gap of the binary sys-
tem compared to pristine TiO2 and WO3 influence on photo-electrochemical properties of titania. 
The addition of WO3 increased charge carrier dynamics but did not increase the measured photo-
current response. As the WO₃ undergoes a phase transition from monoclinic to orthorhombic at 
approximately 320 ℃ proper sequence WO3 deposition could be beneficial. It was observed that 
secondary heat treatment of WO3 lowers the photocurrent. 

Keywords: Anodization, electrophoretic deposition, TiO2 nanotubes, thin films, TiO2/WO3, 
WO3.

1. INTRODUCTION

In search of new sustainable energy 
sources, photocatalysis is a prominent area 
of research. However, synthesis of materi-
als for an efficient photocatalytic cell still is 
a great challenge. Titanium dioxide (TiO2, 
titania) is extensively studied as a possible 

candidate owing to abundance, stability, 
and synthesis options. Nanostructured tita-
nia can be synthesized in a great variety of 
methods, i.e., sol-gel [1], physical vapour 
deposition PVD [2], magnetron sputtering 
[3], electrochemical anodization [4]. The 
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increased active surface area is desirable; 
therefore, electrochemical anodization is 
preferred as anodic TiO2 forms a self-orga-
nized nanotube layer with a high surface 
area and geometry, enables high charge 
transfer and electron percolation [5]–[7], 
and the method is energy and cost-effective 
with a potential for scale-up [8]. 

Photocatalytic activity of TiO2 was 
discovered only in 1972 by Fujishima and 
Honda [9], although TiO2 had been used for 
decades in various everyday applications, 
such as gas sensing, colouring pigment, 
additive for food, toothpaste [10]–[12]. The 
process of photocatalytic water splitting 
happens thanks to absorbed photons with 
energy at least as a band gap of TiO₂, creat-
ing electron-hole pair (e-h), which must be 
separated before recombination [13]. Elec-
trons are collected by current conductor and 
transferred to the cathode, but holes migrate 
to the surface and drive a catalytic reaction 
(splitting H2O, organic/inorganic pollut-
ants, gas-phase pollutants, etc.) reducing or 
oxidating molecules [14]. 

The potential of generated charge carri-
ers must be sufficient to reduce target mol-
ecule, TiO2 conduction and valence bands 
are at a sufficient level. However, titania has 
a wide band gap reaching in the UV region 
(λ ≤ 380 nm), thus limiting the use of sun-
light as the light source for activation. Com-
bination of TiO2 with other photocatalytic 
materials, which are sensitive in the visible 
light region, could solve this problem, as it 
was shown in [15]–[18]. The tungsten tri-
oxide (WO3) – a comparatively less studied 
photocatalytically active semiconducting 
oxide (n-type) – is capable of being acti-

vated by visible light in the blue region with 
λ ≤ 450 nm [19]. 

It has been shown that WO₃ incorpora-
tion in TiO2 is a viable method. A single‐
step anodization process for WO₃‐doped 
TiO₂ nanotubes in an aqueous electro-
lyte containing the tungsten precursor 
Na₂WO₄∙2H₂O and fluoride ions is char-
acterised by homogenous doping of WO₃ 
into the TiO₂ nanotube structures [20]. 
The doping concentration depends on 
the concentration of the tungsten precur-
sor in the electrolyte, demonstrating that 
the reported anodizing process is the most 
efficient approach for metal oxide doping 
in TiO₂ [21]. For example, the incorpora-
tion of WO₃ species onto TiO₂ nanotubes 
also improved the mercury removal perfor-
mance due to improved charge separation 
and decreased charge carrier recombination 
due to the charge transfer from the conduc-
tion band of TiO₂ to the conduction band of 
WO₃ [22]. 

In our study, the combination of anodi-
cally grown TiO2 nanotubes with WO3 is 
achieved through electrophoretic deposi-
tion (EPD) and simultaneous synthesis of 
TiO2/WO3. Anodization of TiO2 and EPD 
of WO3 are time and cost-effective meth-
ods, providing high photochemical stabil-
ity and usage of non-toxic materials. The 
potential of WO3 deposition and secondary 
treatment must be understood for success-
ful TiO2/WO3 system description [15], [23]. 
Single-step Ti anodization with simultane-
ous incorporating of WO3 microcrystalline 
powder was tested by pouring WO3 into an 
electrolyte and mixing with a magnetic stir-
rer during the anodization process. 

2. EXPERIMENTAL

TiO2 nanotubes were synthesized by 
electrochemically anodizing titanium (Ti) 

foil (0.5 mm, Sigma Aldrich) in water-based 
electrolyte. Ti foil was cleaned and polished 
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(abrasive material Cr2O3 (Sigma Aldrich), 
average particle size 400 nm), then ultrason-
icated for 10 min in acetone (99 % Sigma-
Aldrich) and dried in ambient atmosphere. 
Anodization was performed in two steps: 1) 
5 V applied for 10 minutes, 2) 20 V applied 
for 90 minutes with electrode separation of 
2 cm. It is known that anodizing in water 
based electrolytes requires F- ions for TiO2 
dissolution as reported by Regonini [24] and 
Grimes [5]; NaF (Sigma Aldrich) was used 
as F- ion source. pH was adjusted with 1M 
NaOH (Sigma Aldrich) solution until pH 
level of 4. Anodized samples were rinsed in 
deionized water and dried in ambient atmo-
sphere. To obtain crystalline TiO2 samples 
were heat treated in a furnace at 500 ⁰C for 
120 minutes, heating speed 5 ⁰C/min and 
natural cooling. WO3 (powder from Sigma 
Aldrich) was deposited on Ti/TiO2 via EPD 
from isopropanol/HCl electrolyte (both 
from Sigma Aldrich) in volume ratio 150:1 
with WO3 particles mixed by vigorous stir-
ring and ultrasonication until homogeneous 
distribution was achieved. EPD process and 
experimental setup was used similar to the 
one described by Liepina et al. [15]. Work-
ing and auxiliary electrodes were respec-
tively Ti/TiO2 and platinum foil (0.2 mm, 
Sigma Aldrich). Deposition was performed 
for various time intervals under constant 

potential. In this study, three sample series 
were produced indicated with the follow-
ing identifiers: AT – pristine anodized TiO₂,  
EW – deposited WO₃ on anodized TiO2 and 
AW – anodized TiO₂ with WO₃ particles 
present in the electrolyte. Production of AW 
follows AT procedure, where electrolyte 
contains dispersed WO₃ particles.

Morphological properties were deter-
mined by scanning electron microscope 
(Phenom Pro). Structural properties were 
determined by Raman spectroscopy (REN-
ISHAW inVia Raman Microscope) and 
X-Ray diffraction (X-ray Diffractometer 
X’Pert Pro MPD, Cu anode, λ = 0.154 
nm). Optical band gap was calculated from 
reflectance spectra, acquired in 240 to 780 
nm range, using integrating sphere in spec-
trophotometer (Shimadzu SolidSpec-3700). 
Photoactivity was determined using three-
electrode cell, where AT, EW and AW 
samples were used as working electrode; Pt 
and calomel (SCE) were used respectively 
as auxiliary and reference electrodes in 1M 
NaOH electrolyte. Photoactivity measure-
ment data were collected by potentiostat 
VoltaLab 40 (PGZ301 Radiometer analyti-
cal) while using the visible region of 150 W 
xenon lamp as a light source. The sample 
EW synthesis process is shown in Fig. 1.

Fig. 1. Sample synthesis procedure: Ti is polished, then anodized in electrolyte without or with WO3 (in case 
of single-step AW sample the tungsten oxide particles were dispersed in anodization electrolyte). In a two-step 

process (below), anodic TiO₂ is heat treated, then WO₃ deposited using EPD. 



27

3. RESULTS AND DISCUSSION

Morphology of the obtained samples 
was investigated before and after EPD. As 
it can be seen in SEM images (Fig. 2a), 

TiO2 was synthesized in nanosized tubular 
forms. EPD of WO3 covers TiO2 partially as 
seen in Fig. 2b.

Fig. 2. Morphology investigation with SEM: (a) tubular structures of TiO2  
in an anodized sample, (b) TiO2 nanotube layer decorated with  

WO3 microparticles. 

As measured from SEM photo (Fig. 
2b), the average dimensions of WO3 par-
ticles are 150–250 nm. It is also seen that 
microparticles result from the agglomera-
tion of WO3 nanocrystals, thus indicating 
the importance of sonication for even dis-
tribution as well as appropriate EPD param-
eters. It is known that amount threshold of 
WO3 deposition exists [25], where overde-
position shows lower photo-activity; thus, 
the only appropriate correct amount can 
enhance photoelectrochemical properties 
[15], [26].

Sample crystallinity and the presence 
of WO3 and TiO2 were determined through 
XRD. As it can be seen in Fig. 3, the WO3 
is present in sample EW, but the AW sample 
does not show monoclinic WO₃ structure 

indicating the undergoing phase transition 
during sample preparation. The change is 
clearly seen in the typical 2θ mode intensity 
of peaks at 22⁰, 23⁰, and 24⁰. The size of 
WO3 crystallites was evaluated from Scher-
rer equation (Patterson et al. [27]),  using 
parameters of the peak 2θ=23⁰ – 40±5 nm, 
whereas TiO2 crystallite size – 17±3 nm 
was calculated for 2θ=25⁰. It is well known 
that crystallite size from XRD scattering is 
a qualitative indicator. The high-intensity Ti 
peak in the diffraction spectra comes from 
the Ti substrate as the radiation penetra-
tion is much deeper compared to the overall 
thickness of the samples. On the other hand, 
AT samples showed standard TiO2 anatase 
phase, i.e., (101) peak at 2θ = 25⁰ was  
present. 
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Fig. 3. XRD diffractogram of EW (in black) and AW (in red), strong Ti peaks from the substrate, distinctive 
WO3 peaks below 25°, TiO2 rutile peak at 27°. XRD diffractogram confirms that EW sample contains WO3 as 

seen by specific monoclinic peak trio and not present in AW with the absence of those.

Raman investigation shows characteris-
tic WO3 band at 272 cm-1 band (Fig. 4a and 
4c), similar to 270 cm-1 [28] and 262 cm-1 
[29]. Particle size directly affects Raman 
band position, nanosized particles show a 
shift in Raman band positions [29]. It con-
firms that our WO3 has smaller particles, 
large grain surfaces, and developed grain 
boundaries, higher concentration of struc-
tural defects.

For more comprehensive surface struc-
tural composition, the Raman mapping was 
performed. As seen in Fig. 4 b, c, and d, 
where phase distribution provides insight 
not only into the overall phase composition 
of samples, but also into uniformity of the 
sample structure. Sample before EPD can be 
seen in Fig. 4b, it shows TiO2 composition 
of two phases, rutile majority with anatase 
spots. After EPD, WO3 particles were found 
on TiO2 surface as shown in Fig. 4c. It is 
possible to imagine the particle distribution 
on the surface using colour differentiation 
by phase. By assigning a colour to a single-
phase the surface phase map can be created 
as seen in Fig. 4d, where red and green rep-
resent TiO2 and WO3, respectively. It shows 
a single particle on the TiO2 surface.

Optical band gap (Egap) was determined 

from reflectance spectra using Kubelka-
Munk equation to find absorption edge by 
plotting , as seen in Fig. 5, where n is deter-
mined by the electron transition nature – 
indirect allowed transition in case of TiO2. 
The same methodology can be applied for 
WO₃ – the monoclinic phase has direct 
allowed transitions and orthorhombic – indi-
rect allowed transitions [30]. Introduction of 
WO₃ clearly lowers the optical band gap as 
seen in sample EW (Fig. 5a). Pristine anatase 
TiO₂ optical band gap is close to the theo-
retical value of 3.1 eV; similarly, the AW has 
3.1 eV optical band gap. After EPD of WO3, 
the optical band gap lowered to 2.86 eV. 

As the directly incorporated WO3 under-
goes heat treatment, anodized titania is amor-
phous after synthesis, the influence of anneal-
ing should be estimated. Samples from EW 
series were compared as-prepared and with 
secondary heat treatment. Figure 5b shows 
that a small increase in the optical band gap 
is present. Thus, photoelectrochemical prop-
erties could also be changed. Diaz-Reyes et 
al. [31] also reported an increase in the band 
gap of WO3 after the heat treatment, where 
they suggested higher crystallinity and oxy-
gen vacancies as the reason for change.
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Fig. 4. (a) Raman spectra of WO3 for EW sample; (b) TiO2 Raman spectra for EW in another position – clear 
TiO₂ anatase bands and Rutile bands are seen; (c) Raman mapping of EW sample, WO₃ bands with high 

intensity and low intensity anatase TiO₂; (d) EW sample in 2D composition/structural distribution of both 
materials – TiO2 (red), WO3 (green).

Fig. 5. (a) Egap comparison between various samples; (b) optical band gap comparison for WO3/TiO2 deposited 
with EPD before and after heat treatment.
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Photoactivity was determined by 
measuring photocurrent response (PCR) – 
voltage transient characteristics – see 
Fig. 6c, and open circuit potential (OCP) – 
see Fig. 6b and 6d. In addition, the Mott-
Schottky method was used to determine 
charge carrier density. Comparing PCR 
values for samples before and after EPD 
there can be an increase in PCR and OCP 
values as provided in the literature showing 
that WO3 deposition on TiO2 can have a 
positive effect on photoactivity. 

Upon deposition of WO3 a certain limit 
has to be maintained, as overdeposition of 
WO3 has a negative impact on photoactivity 
as seen in Fig. 6a. A test sample in EW 
series was overdeposited and ultrasonically 
cleaned to decrease WO3 amount on the 
surface; OCP value rose again as seen in 
Fig. 6a red plot. In this study, for EPD 
the electric field was kept at 5–6 V/cm 
considering lower necessary deposition 
time. With higher deposition times, the 
film thickness easily saturates within 
minutes with deposited layer over 60 µm, 
lowering a photo-electrochemical activity 
as shown in Fig. 6a. Such observation 
supports the necessity to find equilibrium 
and even distribution of WO3 particles on 
TiO2 for an increase in activity. Similar 
findings were reported by Khoo et al. [25]. 
Comparing annealing influence on the 
PCR and OCP, PCR and OCP decreased by 
70 % and 75 %, respectively (see Fig. 6b). 
The change could be attributed to change 
in crystallinity and phase transition from 

monoclinic to triclinic as seen in structural 
analysis. Thus, it is not surprising that 
sample AW provides similar results, 
showing 55 % and 36 % decrease in OCP 
and PCR, respectively, and EW shows 
65 % and 48 % decrease, respectively, as 
seen in Fig. 6c and d as well as in Table 1. 
Though, it is noteworthy that AW shows 
higher charge carrier dynamics indicating 
more rapid higher charge carrier separation 
compared to AT dynamics, where reaching 
plato takes more time. Dynamics can be 
seen in Fig. 6c – PCR and Fig. 6d – OCP. 

Amount of WO3 on/in TiO2 is critical 
for a higher photocatalytic activity, which 
is confirmed by existence of WO3 amount 
threshold for the increased photo-physical 
activity [10]. Existence of a threshold is 
determined by generated charge carrier 
interfacial transfer, thereof it stops over 
the threshold when most of the light is 
absorbed by WO3 and as material with 
lower photocurrent values the result 
shows overall lower photocurrent. It can 
be assumed that generated e-h pairs go 
through charge interfacial transfer, hole 
from valence band (VB) of WO3 to VB of 
TiO2 and e-

 from TiO2 conduction band (CB) 
to WO3 CB. Estimation of charge carrier 
density shows that addition of WO3 in both 
series (EW and AW) provides with two 
orders of magnitude higher charge carrier 
density compared to AT samples. For AW, 
the great change is seen in PCR dynamics, 
but an absolute value did not increase.

Table 1. Summary of Results (OCP and PCR – photoactivity,  
Egap – optical band, EFb – flat band potential and ND – charge carrier density)

Sample OCP, mV PCR, µA/cm2 Egap, eV EFb, mV ND (cm-3)

AT -222.6±4.7 4.01±0.79 3.11±0.04 -1919.4±0.2 4.7·1017

EW -80.5 2.07 2.86 -668.8 1.6·1021

AW -99.3 2.63 3.13 -799.3 6.1·1021
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Fig. 6. Sample photoactivity dependence and comparison. (a) OCP value comparison of WO3 deposition 
amount. Overdeposition decreases OCP. (b) OCP value comparison for WO3 before and after heat treatment. 

(c) PCR comparison of samples, AW has the highest charge separation, EW shows low PCR values and a high 
recombination rate. (d) OCP comparison for samples, AT shows the highest OCP. 

4. CONCLUSIONS

In this study, different methods of syn-
thesis and investigation of Ti/TiO2/WO3 sys-
tem were carried out. Firstly, anodic titania 
was synthesized. Secondly, electrophoretic 
deposition of WO3 particles on the surface 
of an anodically grown TiO2 nanotube layer 
done. Thirdly, a single-step Ti anodization 
with simultaneous incorporating of WO3 
microcrystalline powder was performed 
by the addition of WO3 in the anodiza-
tion process. Morphological and structural 
investigation of samples showed that WO₃ 
formed separated “islands” on TiO2 nano-
tube film in EPD and incorporated WO3 in 
TiO2 nanotubes in the single-step method. 
Characteristic WO3 band shifts in Raman 
spectroscopy were observed after anneal-
ing, indicating the change in crystallinity of 
WO₃, the same was seen in XRD diffrac-

tograms. The presence of Raman bands, as 
well as XRD provided clear evidence of 
synthesis of Ti/TiO₂/WO3 system. In the 
study, the addition of WO3 introduced lower 
OCP, PCR values even though the optical 
band gap was lowered, and charge carrier 
density increased. 

As anodic titania required anneal-
ing after synthesis, monoclinic WO3 par-
ticle introduction did not show promise 
for increased photoactivity in the visible 
range due to a decrease in photoactivity 
after heating. Similarly, overdeposition 
of WO3 in the EPD method on TiO2 low-
ered the photo-response of samples. How-
ever, it does not exclude the possibility of 
a specific ratio and/or introduction of WO3/
TiO2 for an increase in photo-response. The 
introduction of tungsten atoms directly into 
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TiO2 structures could be beneficial through 
organic tungsten acids or substituting 
anodization cathode. Lowered activity is 
explained with additional trapping sites on 
the WO3 grain boundaries, as well as lower 
WO3 photo-activity compared to pristine 

TiO2, despite the increase in charge carrier 
density. Further research on the incorpora-
tion of W into TiO2 will be carried out to 
investigate charge carrier transfer and the 
increased photoactivity.
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In order to identify the necessary competences and develop the study course programme, 
within the framework of the EUKI (The European Climate Initiative; Die Europäische Kli-
maschutzinitiative) project “From Housing Manager to CLImate Manager”, research [1] has 
been conducted, describing the Latvian residential fund, analysing the principles and activi-
ties of multi-apartment residential buildings, as well as identifying and describing the parties 
involved in shaping the housing policy. Special attention is paid to energy efficiency issues for 
buildings – looking at Latvia’s potential for climate changes, analysing energy consumption 
in buildings in relation to energy efficiency requirements, as well as assessing the medium and 
long-term objectives of buildings in Latvia and the obstacles to achieving them. 

In order to clarify more precisely the necessary competences of housing managers for the 
successful implementation of the residential renovation process, a survey has been carried out 
for stakeholders in the project. Based on an analysis of the situation and the performed survey 
results, a methodology has been developed to increase the competences of housing managers 
in relation to the renovation of residential buildings in order to mitigate climate change.
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1. INTRODUCTION

The Latvian National Development 
Plan for 2021–2027 states that energy sav-
ing and sustainable use of resources are 
the responsibility of society in building a 
sustainable life environment and ensur-
ing a circular economy. Significant energy 
savings can be achieved by introducing 
more efficient GHG reduction measures to 
increase the energy efficiency of buildings 
and improve heat resilience [2]. 

Management of multi-apartment resi-
dential houses (MARH), including energy 
efficiency issues, concerns both residents 
and owners of MARH and the interests of 
individual residential areas, as well as the 
state interests in general.

In 2019, Latvia took the first place in 
Europe by number of residents living in 
apartments (according to Eurostat, 65.9 % 
of all Latvian residents, and even 88.1 % 
in cities [3], thus sustainable planning for 
managing MARH is considered to be a sig-
nificant spotlight at both national and local 
levels.

For a given moment, only a small pro-
portion of residential houses comply with 
modern energy efficiency requirements, so 
it is necessary to take measures to encour-
age renovation of these buildings.

In order to improve the situation in the 
MARH management and reduce its nega-
tive impact on climate changes, the CLI-
MA project – From Housing Manager to 
CLImate Manager is being implemented 
from October 2020 to March 2023 within 
the framework of the European Climate Ini-
tiative (EUKI) programme. The EUKI is a 
project with a financing instrument by the 
German Federal Ministry for the Environ-
ment, Nature Conservation and Nuclear 
Safety (BMU).

The project participants are: 
• Energy Conservation Foundation (FPE) 

– leading partner, Poland;
• Housing Initiative for Eastern Europe 

(IWO) – project partner, Germany;
• Riga Technical University (RTU) – 

project partner, Latvia.

Latvian state institutions (the Ministry 
of Economics, the Ministry of Environmen-
tal Protection and Regional Development, 
the State Construction Control Bureau), 
financial institutions (Altum) and housing 
managers themselves (the Association of 
Management and Administration of Latvian 
Housing (AMALH) recognise the need to 
accelerate the renovation of multi-apart-
ment residential buildings by performing 
energy efficiency increase measures as one 
of the main components of climate change 
policy. The project therefore aims to pro-
mote the implementation of EU directives 
on residential renovation by developing 
and improving the study course programme 
for housing managers with climate change 
competences.

Accelerating the process of renovation 
of multi-apartment buildings requires spe-
cial attention, support provided, as well as 
the necessary knowledge. The way to do 
this is to involve housing managers respon-
sible for managing buildings in the process. 
However, these housing managers often 
lack the necessary knowledge and skills 
to launch and implement such projects. 
In order to address these shortcomings in 
Germany, the European Climate Initiative 
EUKI has already funded the KLIMAVER-
WALTER project, within the framework of 
which an innovative training scheme for 
acquiring the necessary skills by residen-
tial house managers has been developed 
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and introduced. In the CLI-MA project, a 
new approach is planned to the transfer of 

knowledge from Germany, adapting it to 
the specific circumstances of Latvia.

2. MANAGEMENT OF MULTI-APARTMENT RESIDENTIAL HOUSES  

The housing policy, as well as matters 
regarding the management of multi-apart-
ment residential buildings in Latvia are 
under the responsibility of the Ministry of 
Economics. The goal of the housing policy 
is to promote the quality and accessibility 
of housing by providing the regulatory base 
for the efficient management of residential 
buildings, by facilitating the establishment 
of a rental residential fund in municipal 
areas and by supporting energy-saving 
measures in residential buildings [4]. As for 
1 January 2020, the monitoring and control 
in the field of energy, including the admin-
istration of energy efficiency issues, shall be 
performed by the State Construction Con-
trol Bureau.

In total in Latvia, as of the beginning of 
2021, there were 366 532 residential build-
ings, of which 39 426 were three- or more 
apartment buildings [5]. The highest pro-
portion – 85.2 % is for single-apartment or 
two-apartment buildings, i.e., 3.8 %, while 
three- and more apartment buildings make 
up 10.8 % of the total number.

The total area of residential build-
ings is 91.1 million m2. When providing a 
breakdown by area (see Fig. 1), the larg-
est proportion – 56.6 % is for three- and 
more apartment buildings, single-apartment 
buildings take up 40.1 % of the total area 
of residential buildings, and two-apartment 
buildings and social group houses constitute 
3.3 %.

Fig. 1. Breakdown of residential buildings by area (mil. m2) [6].

When analysing multi-apartment resi-
dential buildings by their construction year 
(Table 1), the bulk of them (44.6 %) were 
built until 1941; 13.6 % of all residential 
buildings were constructed between 1941 
and 1960; while the most houses (24.4 %) 

were built during the post-war years in 1961–
1979. A further 13 % of buildings were built 
between 1980 and 1992. However, build-
ings constructed after 1992 and the recovery 
of independence make up just 4.4 % of the 
number of all residential buildings.
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Table 1. Breakdown of Buildings by Number of Floors and their Construction Year [6]

Houses/
Years 

Until 
1941

1941–
1960

1961–
1979

1980–
1992

1993–
2002

2003– 
2014

2015– 
2019 Total 

Multi-apartment buildings 
with outer walls of wood 8622 1472 472 77 20 34 7 10704

Multi-apartment 1–2-storey 
buildings 5257 2833 3057 638 91 226 26 12128

Multi-apartment 3–5-storey 
buildings 2644 918 5350 3385 243 597 63 13200

Multi-apartment 6–9-storey 
buildings 674 32 361 657 52 195 36 2007

Multi-apartment buildings 
of 10 storeys and more 0 0 172 264 23 72 9 540

Total 17197 5255 9412 5021 429 1124 141 38579
Proportion, % 44.6% 13.6% 24.4% 13.0% 1.1% 2.9% 0.4% 100.0%

A majority of residential buildings have 
been operated for a considerable period of 
time, which means the necessity of gradual 
renovation of these buildings, while also 
improving their energy efficiency. In addi-
tion, the current depreciation of residential 
and non-residential buildings should be 
emphasised. According to the data provided 
by the State Land Service, the percentage of 
the total depreciation of residential houses 
is 38.9 %, while the depreciation of non-
residential buildings is 41 % [6].

Until 1991, residential houses were 
built in accordance with the USSR construc-
tion standard “Thermotechnics of Building 
Envelopes” [6]. Construction of standard 
multi-apartment residential buildings was 
suspended after 1992. On 12 September 
1991, Order No 68 of the Ministry of Archi-
tecture and Construction of the Republic 
of Latvia was issued on strengthening of 
requirements to building enclosure struc-
tures. In 2003, the construction standard 
LBN 002-01 “Thermotechnics of Building 
Envelopes” came into force, which imposed 
significantly stricter requirements for build-
ing enclosure structures. 

In 2015, LBN 002-15 “Thermotechnics 
of Building Envelopes” (amendment LBN 
002-01) entered into force. The amend-
ments introduced even more stringent ther-

motechnical requirements to building enve-
lopes. On 11 November 2015, amendments 
were made to Cabinet Regulation No. 383 
of 9 July 2013 “On the Energy Certifica-
tion of Buildings”, which set the minimum 
level of energy consumption for heating, 
both for renewable/reconstructable build-
ings and new ones, as well as requirements 
for the gradual transition of new buildings 
to nearly zero-energy buildings. Conse-
quently, new requirements were created for 
the construction of buildings, as well as for 
reconstruction and renovation projects. 

In 2020, the next amendments to the 
construction standard LBN 002-19 “Ther-
motechnics of Building Envelopes” came 
into force, which stipulated that all new 
residential buildings should have to be 
nearly zero-energy buildings as of 2021 [7]. 
In 2021, the Methods for Calculating the 
Energy Efficiency of Buildings and Energy 
Certification Regulations for Buildings 
were adopted, which replaced the Cabinet 
Regulations “On the Energy Certification 
of Buildings” and the “Method for Calcu-
lating the Building Energy Efficiency” [8]. 
The requirements of all these regulatory 
enactments are derived from Directive (EU) 
2018/844 of the European Parliament and 
of the Council of 30 May 2018 amending 
Directive 2010/31/EU on the energy effi-
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ciency of buildings and Directive 2012/27/
EU on energy efficiency.

The final consumption of energy 
resources in Latvia in 2019 was 174.8 PJ. 
Households consumed 49.7 PJ, correspond-
ing to 28.5 % of the total final consumption 
[9]. Over the past 10 years, households have 
consumed 28–34 % of the total national 
energy consumption, so the building sec-
tor has considerable potential to achieve the 
overall energy efficiency targets.   

According to the State Construction 
Control Bureau, the average specific energy 
consumption for heating in multi-apart-
ment buildings was 124 kWh/m2 per year 
in 2020 and 125 kWh/m2 per year in 2019 
[10]. By 2030, Latvia has committed to 
ensuring a reduction in the average specific 
thermal energy consumption in buildings 
to 120 kWh/m2/year [11]. According to the 
Ministry of Economics, more than 23 000 
buildings (in the multi-apartment building 
sector) would need to be renovated at the 
moment, but only 4 % of these buildings 
have actually been renovated.

From 2021 onwards, the minimum level 
for energy efficiency of new buildings must 
comply with the requirements of a nearly 
zero-energy building (the average specific 
energy consumption of a residential build-

ing for heating is not more than 40 kWh/m2 
per year); for renovated and reconstructed 
multi-apartment buildings, the average spe-
cific energy consumption for heating must 
not exceed 80 kWh/m2 per year [7].

The Ministry of Economics states that 
the main problems in energy efficiency of 
buildings are:
• an outdated housing fund, including a 

low level of energy efficiency; 
• low public activity and lack of interest 

in increasing building energy efficiency 
measures (bureaucratic procedures, low 
solvency); 

• lack of information and insufficient 
level of education regarding the organ-
isation and performance of energy effi-
ciency measures for buildings;

• insufficient involvement of private 
investment (mostly EU structural funds 
and state funding are used) [6].

It can be concluded that multi-apart-
ment residential buildings represent a sig-
nificant part of the total residential area in 
Latvia, and most of these buildings have 
high energy consumption and significantly 
lower thermal performance than can be pro-
vided with currently available technologies 
[11]. 

3. RESULTS AND DISCUSSION

According to the Law on Administra-
tion of Residential Houses, each residen-
tial house must be ensured that it is prop-
erly operated, maintained and improved, as 
well as its continuous management process. 
A person is entitled to perform an admin-
istrative task in a multi-apartment build-
ing when having acquired the vocational 
education required for the management of 
residential buildings and a specified level of 
professional qualification.

Such an administrator should also plan 
energy efficiency improvement measures, 
including replacing depreciated elements 
or constructions, where the average thermal 
energy consumption of the building used for 
heating the building exceeds 150 kWh/m2 
per year over the last three calendar years.

In order to clarify the opinion of current 
and potential employees in this sector, a sur-
vey was conducted regarding what skills, if 
any, are needed for a house administrator on 
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energy efficiency of buildings and climate 
change issues.

The survey questions covered the fol-
lowing aspects:
• the experience and plans of respondents 

with regard to the implementation of 
measures to improve the energy perfor-
mance of buildings;

• self-assessment of respondents as 
regards their competences for the 
implementation of energy efficiency 
measures for buildings;

• views of respondents on a complex 
approach to the implementation of 
measures to improve the energy perfor-
mance of buildings related to the inter-
action between different aspects of the 
management of non-residential proper-
ties (technical, legal, financial, organ-
isational, social, information exchange, 
etc.);

• the need for specific skills and compe-
tences in the planning and implementa-

tion of technical, legal, financial, organ-
isational, social, information exchange 
and other issues.

The survey involved 63 respondents, 
namely:
• members of the Association of Man-

agement and Administration of Latvian 
Housing (the Association of Manage-
ment and Administration of Latvian 
Housing is a public organisation uniting 
natural and legal persons throughout the 
Republic of Latvia who are interested 
in achieving common objectives in the 
administration and management of real 
estate[12]),

• future housing managers studying at 
Riga Technical University.

A majority of the respondents (86 %) 
believe that in the future they will have to 
deal with the organisation of energy effi-
ciency measures in buildings with a high 
probability (Fig. 2).

 

Fig. 2. Plans of respondents. 

It should be noted that 39 % of those 
surveyed have already participated in imple-
menting energy efficiency measures at least 

once. Yet, more than 60 % have never come 
across it (Fig. 3).
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Fig. 3. Experience of respondents. 

Assessing their competences in the 
implementation of energy efficiency mea-
sures regarding financing issues, techni-
cal solutions, legal issues, organisational 
aspects and promotion of energy efficiency 
measures (Fig. 4), on average 15–30 % 
respondents consider them to be of high 
or sufficient qualifications, while 50–70 % 

consider their knowledge to be partial 
or insufficient. According to the survey, 
10–20 % have self-assessment problems. 
The lowest level of assessment of existing 
competence is in the legal sphere, as well 
as in the search for technical and financing 
solutions.

Fig. 4. Self-assessment of respondents. 

All respondents (95 % fully and 5 % par-
tially) agree with the statement that the suc-
cessful implementation of energy efficiency 
measures for buildings requires interaction 
between the various aspects of real estate man-
agement (technical, legal, financial, organisa-
tional, social, information exchange, etc.).

As far as technical knowledge is con-
cerned, a convincing majority (82–92 % fully 
and about 6–16 % partially; 98 % in total) con-
sider that successful implementation of mea-
sures to improve the energy efficiency of build-
ings requires knowledge and skills on at least 
the following issues:
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• Building microclimate;
• Construction physics of building struc-

tures;
• Energy efficiency of building enve-

lopes;
• Energy efficiency of engineering com-

munications of buildings;
• Energy efficient building materials.

Regarding issues on financial and econo- 
mic knowledge, 70–80 % fully and 16–27 % 
partly agree that the successful implementa-
tion of measures to increase energy efficiency 
of buildings requires at least the following:
• Investment in energy efficiency mea-

sures; 
• Financial support instruments for 

energy efficiency measures;
• Economic evaluation of energy effi-

ciency projects;
• Basic principles for setting up service 

tariffs.

70–80 % fully and 18–29 % partly 
agree that successful implementation of 
energy efficiency measures for buildings 
requires legal expertise on at least the fol-
lowing issues:
• the regulatory framework for energy 

efficiency and renewable energy;
• the regulatory framework for the con-

struction processes;
• the regulatory framework for the admin-

istration of buildings;
• construction contracts;
• contracts on services (heating, water 

supply, electricity supply, etc.).

80–94 % fully and 5–19 % partly agree 
that the successful implementation of energy 
efficiency measures for buildings requires 
organisational and management skills:
• in project management;
• in risk management;
• in planning energy efficiency and 

renewable energy measures.

Regarding communication skills, 83 % 
of respondents fully and 17 % partially 
acknowledge that minimum the following 
is needed:
• holding negotiations and meetings;
• solution of conflicts;
• cooperation;
• consultation;
• speeches and presentations.

Having summarised all of the obtained 
results, it can be concluded that:
1. The qualifications of existing and future 

housing managers are not sufficient 
and additional knowledge needs to be 
acquired;

2. The successful implementation of 
energy efficiency measures for build-
ings requires competences in different 
aspects of the administration of non-
residential properties (technical, legal, 
financial, organisational, social, infor-
mation exchange, etc.), and therefore 
training should be developed to cover 
all these issues.

The knowledge required for housing 
managers to perform their duties and tasks 
by categories is provided in Fig. 5.

Fig. 5. Categories of required knowledge. 
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In order to establish a high-quality and 
comprehensive programme for such train-
ing, it is necessary to develop a description 
of a housing manager with competence 
for climate change mitigation, including a 
description of the activities of the housing 
manager, key responsibilities and tasks, as 
well as the necessary skills, attitudes and 
resources to fulfil them. Having clarified 
the above issues, it is possible to define the 
necessary knowledge and competences for 
the successful performance of job responsi-
bilities and tasks and to develop the neces-
sary skills.

The methodology for the characterisa-
tion of the housing manager with compe-
tence to mitigate climate change is based 
on the structure of qualifications for the 

real estate management sector and com-
plies with the Methodology for Developing 
the Requirements for Occupational Stan-
dards/Professional Qualification [13]. The 
description of the housing manager includes 
the following sections:
1. Brief activity description;
2. Basic duties;
3. Main tasks;
4. Skills required to fulfil basic duties and 

tasks 
5. Knowledge (general and professional);
6. Required competences.

Schematically, the process of determin-
ing the required competences of housing 
manager is provided in Fig. 6.

Duty 1

Task 1
skill 1
skill 2
skill ...
skill n

Task 2
skill 1
skill 2
skill ...
skill n

Task ...
skill 1
skill 2
skill ..
skill n

Task n
skill 1
skill 2
skill ...
skill n

Duty 2

Task 1
skill 1
skill 2
skill...
skill n

Task 2
skill 1
skill 2
skill ...
skill n

Task ...
skill 1
skill 2
skill...
skill n

Task n
skill 1
skill 2
skill ...
skill n

Duty ..

Task 1
skill 1
skill 2
skill ...
skill n

Task 2
skill 1
skill 2
skill ...
skill n

Task ...
skill 1
skill 2
skill ...
skill n

Task n
skill 1
skill 2
skill...
skill n

Duty n

Task 1
skill 1
skill 2
skill ....
skill n 

Task 2
skill 1
skill 2
skill ...
skill n

Task ...
skill 1
skill 2
skill...
skill n

Task n
skill 1
skill 2
skill ...
skill n

Activity description

Knowledge

Competences

KnowledgeKnowledgeKnowledge

Fig. 6. Methodology for determining the required competences.  
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 The activity description provides 
information on the mission, key 
responsibilities, the environment in which 
the professional representative operates and 
the degree of responsibility.

Other characterising elements are 
defined below [13]:
• The obligation is a long-term work, 

which is a grouping of related tasks, 
which has no set start and end and 
which is difficult to measure. 

• The task is a completed, measurable 
unit of work which ensures that an obli-
gation is fulfilled in general.

• Skill is the ability to perform an activ-
ity according to the quality and extent 
required, and is a prerequisite for per-
formance.

• Knowledge – a systematised set of 
objective concepts obtained through 
learning, work experience, research and 
the like; it results from cognition. 

• Competence – the necessary knowl-
edge, professional experience, aware-
ness in a specific field, issue and skills 
to use knowledge and experience in a 
specific activity.

4. CONCLUSIONS

One of the problems identified in the 
policy documents developed by the Minis-
try of Economics (Latvian National Energy 
and Climate Plan for 2021–2030, the Long-
term Strategy for Renewal of Buildings) in 
the field of energy efficiency of buildings in 
Latvia is an insufficient level of education 
regarding the organisation and performance 
of energy efficiency improvement measures 
for buildings.

The results of the survey conducted 
within the framework of the research con-
firm this statement, since the majority of 
respondents consider that the qualifications 
of housing managers are insufficient at the 
moment and that additional knowledge is 
needed.

In order to achieve the objectives set out 
in the Latvian development planning docu-
ments in the field of energy efficiency of 
buildings, the duly educated housing man-

agers with competence in energy efficiency 
and climate change issues are required, who 
would be able to organise the implementa-
tion of energy efficiency measures and the 
appropriate maintenance of buildings after 
taking such measures.

The identification of the required com-
petences requires the development of a 
description of the specific profession, 
including a description of the activities of 
the housing manager, the main duties, tasks 
and the necessary skills to further define the 
required knowledge and competences.

For the successful implementation of 
energy efficiency measures for buildings, 
housing managers need competence in tech-
nical, legal, financial, organisational, social, 
information exchange and other issues. The 
acquisition of these competences should 
constitute a training course programme 
covering all these aspects.
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In this paper, a tensor flow-based fast reroute model with multimedia quality protection is 
proposed. In the model, the conditions for implementing a multipath routing strategy and flow 
conservation are introduced taking into account possible packet loss at the network nodes and 
preventing overloading communication links both when using the primary and backup routes. 
At the same time, the novelty of the proposed solution is the formalization of the conditions of 
protection of the Quality of Experience level in terms of multimedia quality along the primary 
and backup routes. These conditions have been obtained during the tensor formalization of 
the network, which made it possible to calculate the quality of service indicators: packet loss 
probabilities, as well as the average end-to-end delay for audio and video flows transmitted in 
the multimedia session using the primary and backup routes, respectively. As a criterion for 
the optimality of the obtained solutions, a condition has been selected related to maximizing 
the overall performance of the infocommunication network. The results of the research of the 
proposed model confirm the adequacy of the numerical research results obtained for solving 
the problem of fast rerouting with link/node protection.
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1. INTRODUCTION

At this stage in the development of 
infocommunication networks (ICNs), one 
of the most important requirements put for-
ward by them is to ensure a high level of 
fault tolerance solutions while maintaining 
the Quality of Service (QoS). The analysis 
shows that in practice several approaches 
are implemented [1]–[10], which are 
mainly aimed at ensuring either network 
fault tolerance [1]–[3] or supporting a high 
level of QoS [4]–[10]. The demand for 
complex solutions in this area is especially 
relevant when transmitting multimedia traf-
fic, the volume of which is rapidly growing 
in modern ICNs. 

One of the most effective technological 
means of ensuring network resiliency is the 
Fast ReRouting (FRR) protocols [7]–[14]. 
They should provide a real-time response 
to possible failures of network equipment 
based on preliminary calculation and sub-
sequent use of many primary and backup 
routes with the implementation of local and 
global protection schemes – a node, link or 
route. At the same time, it is very important, 
along with the reservation of its structural 
elements, to provide protection of the main 
QoS indicators. Therefore, for example, the 
works [14]–[16] are devoted to the devel-
opment of solutions for protecting network 
bandwidth, and in articles [17]–[22] models 
and methods are aimed at protecting numer-
ical values of multiple end-to-end QoS indi-

cators simultaneously – bandwidth, average 
delay, packet loss.

However, when transmitting multi-
media traffic, for example, voice or online 
video, it is rather difficult to assess the 
efficiency of the distribution of network 
resources and the QoS in the ICN at the 
end-user level. One way to evaluate QoS 
for a number of multimedia applications, 
according to ITU-T [23], [26]–[28], is 
Mean Opinion Score (MOS), which deter-
mines the Quality of Experience (QoE) at 
the user level. These QoE indicators, tak-
ing into account the characteristics of the 
network, the types of end equipment on the 
client side, the characteristics of the trans-
mitted multimedia traffic, allow for a more 
adequate assessment of the quality of the 
provided multimedia service.

Providing the specified values of QoE 
indicators using routing tools is a rather 
complicated scientific and applied problem, 
requiring a review of not only the relevant 
protocols but also the mathematical models 
and methods underlying them, as well as 
computational algorithms. In this regard, in 
this paper, the main attention will be paid 
to the development of an approach that 
allows, under the conditions of fast rerout-
ing, providing the specified values of QoE 
indicators along with both the primary and 
backup routes.

2. FLOW-BASED FAST REROUTE MODEL WITH PROTECTION OF 
MILTIMEDIA QUALITY LEVEL IN THE INFOCOMMUNICATION 
NETWORK

To protect the level of multime-
dia quality in conditions of fast rerout-
ing in the ICN, the flow-based model 

[24] is used. Here the network structure 
is presented using a one-dimensional 
simplicial complex S U V( , )=  where 
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 is a set of zero-dimensional 
simplexes – network nodes (routers) and 

{ }1 1zV v i j  z n  i j m  i j( , ); , ; , , ;= = = = ≠  is 
a set of one-dimensional simplexes – net-
work links where the link zv i j( , )=  mod-
els the z -th link that connects the routers 

iu  and ju . For each link modelled by the 
edge zv i j V( , )= ∈ , the bandwidth will 
be denoted both through  and  (1/s). 
Each network router has several interfaces 
through which it sends packets to its neigh-
bouring nodes. Then  actually deter-
mines the bandwidth of the j -th interface 
of the i -th node.

Further, we assume that K  denotes a set 
of multimedia sessions on the ICN. Then to 
solve the QoE-FRR problem, it is necessary 
to calculate a set of routing variables:

• ,
spk

i jx  and ,
videok

i jx , each characterises the 
fraction of the rate of the audio and 
video flows generated during the k -th 

multimedia session and flow in the link 
( , )i j  belonging to the primary route, 
respectively;

• ,
spk

i jx  and ,
videok

i jx  are the fractions of the 
rate of the audio and video flows gen-
erated during the k -th multimedia ses-
sion and flow in the link ( , )i j  belong-
ing to the backup route, respectively.

Then when using a multipath routing 
strategy, the next limitations are imposed 
on routing variables: 

 (1)

To account for possible packet loss 
caused by overloading the queue buffer on 
the network nodes, the conditions for con-
servation of audio and video flows for the 
primary route takes the following form [24]:

 (2)

 (3)

where kb  is the source router and kd  is the destination router for packets of audio and video 
flows of the k -th multimedia session, respectively; 

spkε  and 
videokε  are the fractions of rate 

of the audio flow spk  and video flow videok  serviced by the network, i.e., packets of which 
have been successfully delivered to the destination router; ,i jp  is the probability of packet 
loss on the j -th interface of the i -th router.



49

The conditions for conservation of 
audio and video flows for the backup route 
have a similar form (2) and (3), where k

jip ,  
is the probability of packet loss on the j
-th interface of the i -th router, which is 
included in the backup path. The probabil-
ity of packet loss traditionally depends on 

the characteristics of the traffic, the disci-
pline of their service, and the state of the 
interface. The probability of packet loss, if 
the j -th interface of the i -th router is mod-
elled by a queuing system with failures of 
the type, for example, / /1 /M M N , can be 
calculated as follows:

 (4)

where  and  are the utilization coefficients of the j -th interface on the  

i -th router, which is included in the primary and backup paths, respectively; ,i jN  denotes 
the maximum number of packets in the queue of the j -th interface on the i -th router;  
denotes the bandwidth of the j -th interface of the i -th router, measured in 1/s;  and 

 are the total rate of all flows of various multimedia sessions in the link ( , )i j V∈  (1/s) 
belonging to the primary or backup routes, respectively, calculated using the expression 

 (5)

where  and  are the average packet rates of the audio and video flows of the k -th 
multimedia session, respectively, generated along the primary path;  and  are the 
average packet rates of the audio and video flows of the k -th multimedia session, respec-
tively, generated along the backup path. The rates of successfully transmitted packets of 
audio  and video  flows of the k -th multimedia session through the j -th interface 
of the i -th router belonging to the primary route, are calculated as follows:

, , ,= (1 )
sp spspkk k

i j i j i jx pλ λ − ; (6)

, , ,= (1 )
video video

videokk k
i j i j i jx pλ λ − . (7)

The rate of successfully transmitted 
packets of audio ,

spk
i jλ  and video ,

videok
i jλ  flows of the k -th multimedia session 

through the j -th interface of the i -th router 

belonging to the backup route is calculated 
in similar form as (6) and (7).

To ensure control over the process of 
overloading links and queues when using 
the primary and backup routes, taking into 
account Eq. (5), the following restrictions 
are introduced into the model structure [24]:

 (8)
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3. CONDITIONS FOR PROTECTION MULTIMEDIA QUALITY IN THE 
IMPLEMENTATION OF FAST REROUTING 

The main requirement when imple-
menting fast rerouting is to meet the 
conditions for ensuring a given level of  
MultiMedia Quality. In accordance with 
the ITU-T Recommendation G.1070 [19], 

the requirements for MultiMedia Quality  
( qMM ) along primary and backup routes, 
respectively, are generally defined as fol-
lows:

 (9)

 (10)

where 

 (11)

 (12)

where req
qMM < >  is the requirement for the MultiMedia Quality level; SVMM  and SVMM  

are the quality of transmission of audiovisual information along primary and backup routes, 
respectively; TMM  and TMM  denote degradation in quality due to delays and desynchroni-
zation of processes for transmitting audio and video flow packets along primary and backup 
routes, respectively; im   – coefficients depending on the size of the display and the purpose 
of communication [23], [24].

The main difficulty in ensuring the set 
values of QoE indicators during fast rerout-
ing was the need for analytical calculation 
of indicators qMM  and qMM  in order to 
fulfill conditions (9) and (10) for each mul-
timedia session generated along the primary 
and the backup routes, respectively. At the 
same time, in order to calculate these indi-
cators qMM  and qMM  in the framework 
of a multimedia session when transmitting 
packets of audio and video flows along the 
primary and backup routes, it is necessary 
to calculate the terms presented in accor-
dance with the methodology described in 
ITU-T G.1070. 

Moreover, the terms included in (11) 
and (12), as well as the transmission qual-
ity of audio ( qS ), ( qS ) and video flows  
( qV ), ( qV ), are the functions of the aver-
age end-to-end delays of packets of audio  
( ST ), ( ST ) and video ( VT ), ( VT ) flows, 
the probabilities of packet losses of audio  
( SP ), ( SP ) and video ( VP ), ( VP ) flows 
along primary and backup routes, respec-
tively, and are determined in accordance 
with the recommendation [11]. In other 
words, when transmitting a multimedia flow 
along the primary route, the transmission 
quality of audiovisual information SVMM  is 
determined using the following expressions:
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 (13)

 (14)

 (15)

 (16)

where MS  is the coefficient that takes into account the desynchronization between the 
audio and the video; AD  is the parameter reflecting the effect of average delays of packets 
of audio ( ST ) and video ( VT ) flows. Then, in accordance with recommendation [23], the 
presented expressions, in this case similar to (13)–(16), can be used to form restrictions 
of Eq. (9) based on the known required level of quality of multimedia traffic req

qMM < >  
transmitted along the primary path. When using the backup route during the transmission 
of a multimedia flow, expressions similar to (13)–(16) will be used to calculate SVMM  and 

TMM .

The main problem in the calcula-
tion qMM  and qMM  is the definition of 
expressions for finding the values of the 
end-to-end delays, as well as the packet 
loss probabilities for audio and video flows 
(Table 1), transmitted along the primary or 
backup paths. This is due to the fact that 
these indicators directly depend on route 
variables (1), traffic characteristics and net-
work parameters. Therefore, based on the 
model (1)–(6), the expressions for calcula-
tion of SP , SP   and VP , VP  will take the 

form:

 (17)

 (18)

To derive analytical expressions for 
determining ST , ST  and VT , VT  taking 
into account the results obtained in [20], it 
is advisable to use the functional of tensor 
modelling of routing processes in infocom-
munication networks.

4. TENSOR FORMALIZATION FAST REROUTE MODEL IN 
INFOCOMMUNICATION NETWORK

In accordance with the methodology 
for tensor modelling of an ICN proposed in 
[24], [27], the network structure determines 
the anisotropic space formed by a set of cir-
cuits and node pairs. The dimension of this 
space is determined by the total number of 
edges (communication links) in the network 
and is equal to n .

Moreover, each independent path (edge, 

circuit, or node pair) determines the coordi-
nate axis in the space structure. As a rule, 
an ICN is modelled by a connected one-
dimensional network, i.e., it contains one 
connected component. Then the cyclomatic 
number µ  and the rank φ  of the network 
determine, respectively, the number of 
basic circuits and node pairs, for which the 
following expressions are true:
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 (19)

In the selected space when transmit-
ting packets of each pair of audio and video 
flows generated during the k -th multimedia 
session along primary route, the infocom-
munication network can be represented by 
a mixed bivalent tensor 

 (20)

where ⊗  is the tensor multiplication opera-
tor, the components of the tensor Ω  are the 
univalent covariant tensor of average packet 
delays T  and the univalent contravariant 
tensor of flow rates Λ  in the coordinate 
paths of the network.

The average packet delay in an arbitrary 
ICN communication link for both audio and 
video flows along primary routes is approx-
imated by the expression

 (21)

In accordance with the postulate of G. 
Kron second generalization [25] and the 
results of [14], [17], [24], Eq. (21) written 
for each of the network links determines the 
following vector-matrix equation: 

v v vG TΛ =  (22)

where vΛ  and vT  are the projections of 
the tensors Λ  and T , respectively, in the 
coordinate systems of the edges repre-
sented by the n -dimensional vectors of the 
flow rate and average packet delay in the 
communication links belonging to the pri-
mary routes; ij

v vG g=  is a diagonal n n×  
matrix, the elements of which corresponded 
to the edges (links) of the network and cal-
culated as an example of servicing the audio 
flow according to Eq. [25]:

 (23)

where the index i indicates the belonging of a particular interface parameter to the link 
iv V∈ ;  is the total rate of all flows of various multimedia sessions in the link iv V∈  (5); 
 denotes a packet rate of the considered audio flow in the link iv V∈ . The projections 

of the tensors of the average packet delays and flow rates in the coordinate system of the 
circuits and node pairs are connected by the expression similar to (22):

G Tπη πη πηΛ = . (24)

According to the law of coordinate 
transformation, the tensor G  is a twice 
contravariant metric tensor, the projections 
of which are transformed as follows when 
the coordinate system of its consideration is 
changed:

t
vG A G Aπη =  , (25)

where Gπη  is the projection of the tensor 

G  in the coordinate system of circuits 
and node pairs; A  is the n n×  covariant 
transformation matrix; [ ]t⋅  is the transposi-
tion operation. As shown in [17], [24], the 
matrix Gπη  can be represented as a block 
structure, i.e.:
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where 1Gπη  and 4Gπη  are the square sub-
matrices of the sizes µ µ×  and φ φ× , 
respectively; 2Gπη is the submatrix of the 
size µ φ× ; 3Gπη  is the submatrix of the 
size φ µ× ; 4,1Gπη  is the first element of the 
matrix 4Gπη ; 4,2Gπη  is the second element 
of the matrix 4Gπη  of the size 1 ( 1)φ× − ; 

4,3Gπη  is the third element of the matrix 
4Gπη  of the size ( 1) 1φ − × ; and 4,4Gπη  is 

the fourth element of the matrix 4Gπη  of the 
size ( 1) ( 1)φ φ− × − .

In the framework of the tensor descrip-
tion of the infocommunication network in 
the context of the multipath routing strat-
egy [14], [17], [24], the average end-to-end 
delay of the audio flow packets along the 
primary route can be calculated as follows:

 (26)

where 1
spk

ç−Λ  is the rate vector of lost packets 
on the interfaces of routers, the coordinates 
of which are determined by the expression:

 (27)

To determine the average end-to-end 
delay of the video flow VT  packets for 
the primary route, one can use expressions  
similar to (26) and (27) with some correc-
tion of the metric (23), in which  will 
already numerically characterize the packet 
intensity of the considered video flow in the 
link iv V∈ . Thus, the average end-to-end 
delay of video flow VT  packets along pri-
mary route is calculated as follows:

 (28)

where 1
videok

ç−Λ  is the intensity vector of the 
lost packets of the video flow on the inter-
faces of the routers along the primary route, 
the coordinates of which are determined 
similarly to Eq. (27).

The technique for obtaining the 
required conditions for ensuring the quality 
of service by the average end-to-end delay 
of audio ST  and video VT  flow packets 
along the backup routes is similar to that 
described above (19)–(28).

As a criterion for the optimality of the 
obtained solutions in term QoE-FRR, we 
selected a condition, which allowed maxi-
mizing the overall performance of the info-
communication network [24]:

 (29)

in the presence of restrictions (1), (2), (5), (9), considering their detail in (10)–(29).

5. INVESTIGATION AND DISCUSSION OF FRR MODEL WITH 
MULTIMEDIA QUALITY PROTECTION

To assess the adequacy of the proposed 
model (1)–(30) and the demonstrativeness 

of the obtained calculation results, we will 
solve this problem for a fragment of the 
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infocommunication network as shown in 
Figs. 1 and 2. Let us assume that the net-
work under investigation consists of sixteen 
routers and twenty-four communication 
links, indicating their capacity (1/s) in the 
gaps of the links. 

Let the packet audio spk  and video 

videok  flow be transmitted between the first 
and sixteenth routers with the following QoE 
requirements:  1/s, 
1/s, 3.5reqMMq ≥ , 3.5

req
MMq ≥  for 

primary (Fig. 1) and backup (Fig. 2) mul-
tipath in ICN accordingly, when some users 
are dissatisfied [10].
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Fig. 1. The routing order of a flow of audio and video packets that is  
transmitted along the primary multipath.
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Fig. 2. The routing order of a flow of audio and video packets that is  
transmitted along the backup multipath.
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In accordance with the presented initial 
data and MMq requirements for primary 
multipath, the solution to the fast rerouting 

problem has been obtained using the pro-
posed FRR model (1)–(29), the results of 
which are presented in Table 1.

Table 1. Results of Solving the Problem of Providing MMq along the Primary Multipath

Link  1/s

QoE requirements:

Calculation results 
for the audio flow

Calculation results 
for the video flow

,
spk

i jλ , 1/s ,
spk

i jr , 1/s , 1/s ,
videok

i jr , 1/s

(1,2) 320 47.4272 0 142.2816 0

(1,5) 340 52.5728 0 157.7184 0

(2,3) 200 26.5441 0 79.6322 0

(2,6) 190 20.8831 0 62.6494 0

(3,4) 195 13.7255 0 41.1765 0

(3,7) 215 12.8186 0 38.4557 0

(4,8) 190 13.7255 0 41.1765 0

(5,6) 180 18.2852 0 54.8556 0

(5,9) 220 34.2876 0 102.8628 0

(6,7) 190 13.5949 0 4037846 0

(6,10) 200 25.5734 0 76.7204 0

(7,8) 160 10.3515 0 31.0544 0

(7,11) 175 16.062 0 48.1859 0

(8,12) 185 24.077 0 72.2309 0

(9,10) 210 19.2681 0 51.8043 0

(9,13) 210 15.0195 0 45.0585 0

(10,11) 260 24.4676 0 73.4028 0

(10,14) 260 20.3739 0 61.1219 0

(11,12) 190 24.0872 0 72.2616 0

(11,15) 170 16.4424 0 49.3271 0

(12,16) 260 48.1626 0.0016 144.4878 0.0047

(13,14) 215 15.0195 0 45.0585 0

(14,15) 240 35.3934 0 106.1804 0

(15,16) 270 51.8314 0.0044 155.4944 0.0131

The results of calculation of MMq level 
along the backup multipath according to the 

initial requirements are presented in Table 2. 
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Table 2. Results of Solving the Problem of Providing MMq along the Backup Multipath

Link
1/s

QoE requirements:

Calculation results for the audio flow Calculation results for the video flow

, 1/s ,
spk

i jr ,1/s , 1/s ,
videok

i jr , 1/s

(1,2) 320 48.967 0 146.9009 0

(1,5) 340 51.033 0 153.0991 0

(2,3) 200 33.938 0.0001 101.8141 0.0003

(2,6) 190 15.0289 0 45.0865 0

(3,4) 195 17.9097 0 53.7291 0

(3,7) 215 16.0283 0 48.085 0

(4,8) 190 17.9097 0 53.7291 0

(5,6) 180 15.2202 0 45.6607 0

(5,9) 220 35.8128 0 107.4383 0.0001

(6,7) 190 30.2491 0 90.7472 0

(6,10) 0 0 0 0 0

(7,8) 160 14.8174 0 44.4522 0

(7,11) 175 31.4596 0.0004 94.3787 0.0013

(8,12) 185 32.7268 0.0003 98.1804 0.0009

(9,10) 0 0 0 0 0

(9,13) 210 35.8127 0.0001 107.4379 0.0004

(10,11) 0 0 0 0 0

(10,14) 0 0 0 0 0

(11,12) 190 16.5466 0 49.6399 0

(11,15) 170 14.913 0 44.7388 0

(12,16) 260 49.2705 0.0029 147.8115 0.0088

(13,14) 215 35.8126 0.0001 107.7377 0.0002

(14,15) 240 35.8126 0 107.4377 0

(15,16) 270 50.7232 0.0024 152.1693 0.0072

As a result of the calculations (see Table 
1, Table 2), which quantitatively meet the 
requirements for ensuring the level of mul-
timedia quality in the network along the pri-

mary multipath (9) at 3.5reqMMq ≥ , and 
along the backup multipath, the following 
values obtained are presented in Table 3.
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Table 3. Results of Solving the Problem of Providing FRR with the Level of MMq in ICN

Calculation results for the 
MMq value along the primary 

multipath

Calculation results for 
the MMq value along the 

backup multipath

Multimedia quality 3.5083MMq = 3.5004MMq =

The transmission quality of audiovisual infor-
mation for audio and video flow packets

3.3539SVMM = 3.3530SVMM =

The degradation in quality due to delays and 
desynchronization of processes for transmit-
ting audio and video flow packets

3.8768TMM = 3.8668TMM =

The average delays of packets of audio and 
video flows, 1/s

0.059S VT T= = 0.0745S VT T= =

The probabilities of the total losses of packets 
of audio and video flows 0.001S VP P= = 0.009S VP P= =

Evaluation of MMq level [19] Some users dissatisfied Some users dissatisfied

Among the results of the calculations 
shown in Table 3, it was possible to provide 
a given level of multimedia quality along 
the primary (Table 1) and backup (Table 2) 
multipath. The level of multimedia quality 
through the backup path ( 3.5004MMq = ) 
was slightly lower than the primary path  
( 3.5083MMq = ). This was determined by 
the fact that when calculating the backup 
path in the network structure was without 
router 10R  and incident links to it, which 

affected the bandwidth of the network in 
general. A characteristic feature of the rout-
ing solutions obtained is that the average 
packet delays along routes that formed a 
single primary (Fig. 1) or separately backup 
(Fig. 2) multipath were the same for both 
audio and video flows. This effect was posi-
tive about the value of Eq. (16) associated 
with the decryption of the audio and video 
flow packet arrivals that were transmitted 
within a single multimedia session.

6. CONCLUSIONS

In this paper, a tensor flow-based model 
of fast rerouting with protection of the mul-
timedia quality level has been proposed. 
This fast rerouting model belongs to the 
class of flow-based models and includes the 
conditions for implementing a multipath 
routing strategy (1), the conditions for con-
servation of audio and video flows taking 
into account possible losses at the network 
nodes (2) and preventing overloading of 
links (6) both when using the primary and 
backup routes. At the same time, the nov-
elty of the proposed solution is ensuring the 
level of multimedia quality not only along 
the primary route, but also along the backup 

one. This has been achieved by analytically 
calculating the QoS indicators: packet loss 
probabilities for audio and video flows 
(17), (18), as well as the average end-to-end 
delays (26), (28) for the same flows trans-
mitted within the multimedia session when 
using primary and backup routes, respec-
tively. Expressions (26), (28) characteriz-
ing the average end-to-end delay of audio 
and video flows of packets, respectively, 
along the primary route, as well as similar 
expressions for calculating this QoS indica-
tor when using the backup route, have been 
obtained using the tensor research method-
ology. Thus, the possibility of an analytical 
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and interconnected calculation of end-to-
end QoS indicators (25) allows controlling 
the impact of time desynchronization in the 
delivery processes of packets of audio and 
video flows (14)–(16) on Multimedia Qual-
ity using the primary (9) and backup (10) 
routes, which is very important in the prac-
tical implementation of the proposed rout-
ing model.

The research of the proposed model 
with multimedia quality protection has been 
carried out on the example of the network 

presented in Figs. 1 and 2. The results of 
the research have confirmed the adequacy 
of the calculated results obtained to solve 
the problem of fast rerouting with link/node 
protection. Due to the introduction of con-
ditions (9) into the structure of the model 
and control over the values of the average 
end-to-end packet delay (26) and (28), as 
well as the probability of packet loss (17), 
(18), it was possible to provide a set level of 
multimedia quality along both the primary 
(Table 1) and the backup routes (Table 2).
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The paper presents the results of standard specimen fracture made of anisotropic 
carbon fiber plastic with an epoxy matrix. Static stepwise loading of the specimen 
was carried out on an Instron 8801 testing machine to determine the characteristics of 
ductile fracture G1C in the first mode in accordance with ASTM D5528. 

During loading, the parameters of acoustic emission (AE) signals, such as AE 
impulse amplitudes and their energy were synchronously recorded. At the same time, 
the magnitude of the opening and the growth of the crack initiated by the artificial cut 
at the end of the specimen were recorded. 

According to the analysis of the acoustic emission signals, three zones with differ-
ent G1C behaviour were identified: initial crack propagation, its stationary growth and 
accelerated fracture of the specimen. The zonal character of the change in the acoustic 
emission signals made it possible to determine the energy of the acoustic emission 
signals as diagnostic evidence for the onset of rapid destruction of the specimen. 

The amplitude of the AE-signals in the zones, however, remained constant. Online 
monitoring of changes in the energy of acoustic emission signals will prevent the 
onset of rapid destruction of an object in places of its deformations. The paper does 
not aim at defining G1C as usual. It presents the investigation of the fracture stages for 
a composite material using an acoustic emission method.

Keywords: Acoustic emission data analysis, carbon fiber, composite specimen destruction.
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1.INTRODUCTION

The paper deals with the determina-
tion of opening Mode I interlaminar frac-
ture toughness, GIc, for continuous fiber-
reinforced composite materials using the 
double cantilever beam (DCB) specimen. 
During testing, an acoustic emission (AE) 

method was applied to obtain experimen-
tal data. GIc calculation was performed in 
compliance with ASTM D5528 [1] using a 
method of Modified Beam Theory (MBT) 
(Fig. 1). 

Fig. 1. Scheme of determination of G1c according to ASTM D5528.

where  P – load, N; δ – crack opening, mm; b – specimen width, mm;  a – crack length, mm; 
AE – acoustic emission gauge.

2. EXPERIMENTAL

Specimens were made of carbon fiber 
zero-degree orientation (see Fig. 2). On the 
both sides, metallic hinges have been glued 
to transfer load during loading. The dimen-
sions of specimens are 200 mm x 25 mm 
x 3 mm. Before testing, in each specimen 
cleavage about 50 mm was made as crack 
initiator  with utility knife. The Instron 8801 
machine was used for specimen stepwise 
loading (loading-unloading). The Instron 
8801 100 kN is a compact servo hydrau-
lic fatigue testing system that meets the 
challenging demands of various static and 
dynamic testing requirements. 8801 sys-
tems provide complete testing solutions to 
satisfy the needs of advanced materials and 
component testing, and are ideally suited 
for fatigue testing and fracture mechan-
ics [2]. For measurement crack length and 

crack opening, digital caliper was used [3]. 
During testing, Vallen system AMSY-6 
digital multi-channel acoustic emission 
(AE) acquisition system was used. Vallen 
AMSY-6 is a fully digital multi-channel AE 
measurement system. A measurement chan-
nel consists of an AE sensor, preamplifier 
and one channel of an ASIP-2 (dual chan-
nel acoustic signal processor). Each chan-
nel combines an analogue measurement 
section and a digital signal processing unit. 
AE features, such as time of the first thresh-
old crossing (arrival time), rise time, dura-
tion, peak amplitude, energy and counts, 
are extracted by the ASIP-2 [4]. According 
to the procedure, the calibration was per-
formed using a standardized source of Hsu-
Nielsen (Hsu-Nielsen source). In this case, 
the threshold value was 30.1 dB [5].
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The AMSY-6 provides four types of 
measurement data:
• Hit data: data that are generated when 

the AE signal exceeds the threshold;
• Status data: data that are generated in 

regular time intervals;
• Parametric data: data of external para-

metric sensors which are measured at 
regular time intervals. Parametric data 
are stored with every hit and at user-
specified time intervals;

• Waveform data: sampled AE sensor sig-
nal.

Fig. 2. General view of specimen.

3. RESULTS AND DISCUSSION

The results of loading and measure-
ments are averaged values over three speci-

mens (see Table 1).

Table 1. The Results of Loading and Measurements

Average load, N Average crack 
opening, mm

Average crack 
length, mm Average G1C, Average AE 

Energy, J
Average ampli-

tude, A

0 0.00 50.91 0.00 27643 69.3
48 5.83 52.07 0.27 829802 83.6
69 7.57 54.04 0.50 1835112 94.8
77 8.62 55.58 0.61 8001274 95.9
68 10.18 58.93 0.60 32349678 100.0
65 11.34 60.51 0.62 17617166 100.0
59 12.59 64.88 0.58 2101359 96.0
51 13.92 66.19 0.55 11062139 100.0
51 15.42 67.96 0.58 8762451 99.8
45 17.47 70.97 0.56 18522012 100.0
39 19.57 76.21 0.51 6130811 86.3
36 20.88 78.73 0.48 802792 92.2
31 23.93 82.68 0.46 4653842 99.1
29 27.03 87.22 0.45 6168770 100.0

26 30.46 92.14 0.44 11803327 100.0
25 32.98 95.21 0.44 4050307 86.4
12 37.77 102.50 0.33 635252 81.7
9 42.30 103.60 0.19 32199243 100.0
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Energy is given in energy units (eu) and 
the software takes the selected gain into 
account, when calculating and displaying 
energy. Energy is calculated by squaring 
the digitized AE signal and integrating the 
results during the hit. 1 eu corresponds to 
10-14V2 sec at the sensor output [6]. Energy 
is processed in either the so-called true 

energy mode or a signal strength mode. In 
both modes, energy is given in energy units 
and the software takes the selected gain into 
account, when calculating and displaying 
energy. Energy is stored in a logarithm for-
mat with a resolution of 0.1 %.

Figure 3 shows the change in GIС with 
loads.

Fig. 3. The change in the fracture toughness in Mode 1 in the load.

A characteristic change in fracture 
toughness is observed during an increase 
in the load [7]. Due to a non-monotonic 
increase in the fracture toughness value, it 
is very difficult to determine the moment of 
termination of loading for its calculation. 

Figure 4 demonstrates a comparison of the 
change in crack opening and crack length. 
An increase in crack opening and crack 
length depends on the loading. After maxi-
mal load cracks continue increasing, but the 
loads decrease.

Fig. 4. The change in crack opening and crack length evolution during loading.
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As the probable moment of specimen 
destruction cannot be predicted exactly and 
crack opening is difficult to measure on a 
real object, there is a problem related to the 
operation of instrumental control over the 
beginning of accelerated destruction of the 
specimen [8].

Let us consider the changes in the 
parameters of acoustic emission signals 
under loading of the specimens. The use 
of the acoustic emission method for full-
scale bench tests of aircraft structures and/
or their components shows that this method 

is the most effective and convenient to use 
for monitoring the technical state of the 
controlled object [9]–[13]. This integrated 
method allows monitoring a rather exten-
sive area free of NDT Operator in the on-
line regime [14]. When diagnostic signs of 
incipient fracture appear, it becomes pos-
sible for the Operator to periodically use 
other methods of instrumental control of 
a suspicious area, but already in specific 
places of destruction [15], [16].

Table 2 shows loading stages for each 
measurement channel.

Table 2. Three Stages of Composite Specimen Destruction

Recording parameter Initial zone, P Increasing zone, P Destruction zone, P

G1c, 

0–48 N 48–12 N 12–9 N

Crack opening, mm

Crack length, mm

AE energy, eu

AE amplitude, A

Figure 5 shows changes in the AE 
energy and amplitude, and Fig. 6 demon-

strates changes in the AE energy and G1C.

Fig. 5. Changes in AE energy and amplitude versus the load.
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Fig. 6. Changes in AE energy depending on the G1С.

Figures 5 and 6 clearly show three 
zones of successive destruction of the com-
posite material of the specimens. Thus, it is 
possible to objectively record the moment 
of the onset of accelerated destruction of 

the specimen. The most pronounced cri-
terion here is the change in the energy of 
acoustic emission signals, while the maxi-
mum amplitude of the AE signals does not 
so characteristically record this moment.

4. CONCLUSIONS

The investigation of the fracture tough-
ness of Mode 1 allows observing the 
moment of decreased loading. However, 
this moment is determined subjectively, and 
then impossibility of withstanding the load 
or its fall occurs. The research has shown 
that the nature of the sequential fracture of 
the composite material of standard speci-
men with a longitudinal cut is characterised 
by three zones: initial (from the moment the 
crack starts to move in the cut), stationary, 
and accelerated.

On-line acoustic emission monitoring 

of specimen fracture made it possible to 
objectively observe these zones and showed 
that the main diagnostic criterion was the 
energy of the acoustic emission signal. 
Thus,  it will be possible to use this method 
in real designs subjected to deformations. 
The use of the acoustic emission method 
allows predicting the start and accelerated 
destruction of the weak elements. The com-
posite products and structures during their 
deformations give objective information to 
Health and Usage Monitoring Systems.

ACKNOWLEDGEMENTS

The research has been supported by 
the European Regional Development Fund 
within Measure 1.1.1.2 “Aid to Post-Doc-

toral Research” of the Specific Aid Objec-
tive “To increase the research and innova-
tive capacity of scientific institutions of 



67

Latvia and the ability to attract external 
financing, investing in human resources 
and infrastructure” of the Operational Pro-
gramme “Growth and Employment” (No. 

1.1.1.2/VIAA/1/16/104 Structural Health 
Monitoring System for Inflight Monitoring 
(FLY SAFE System).

REFERENCES

1. Standard Test Method for Mode I 
Interlaminar Fracture Toughness of 
Unidirectional Fiber-Reinforced Polymer 
Matrix Composites. (n.d.) Available at 
https://www.astm.org/Standards/D5528

2. 8801 (100kN) Fatigue Testing Systems. 
(n.d.). Available at https://www.instron.
us/products/testing-systems/dynamic-and-
fatigue-systems/servohydraulic-fatigue/8801-
floor-model 

3. Lingelli, A. F. (Ed.) (2009). Fatigue 
Crack Growth. Mechanics, Behaviour 
and Prediction. New York: Nova Science 
Publishers Ins.

4. Multi-Channel Systems. (n.d.). Available 
at https://www.vallen.de/products/multi-
channel-systems/

5. Hsu-Nielsen Source. (n.d.). Available 
at https://www.ndt.net/article/az/ae/
hsunielsensource.htm

6. AMSY-5 System Description. (n.d.). 
Available at https://www.vallen.de/
zdownload/pdf/y5sd0911.pdf

7. Urbaha, M., Turko, V., Agafonovs, I., 
& Sorokins, A. (2020). Experimental 
Evaluation of Static and Fatigue Strength 
of Aluminium-Based Structural Metallic 
Alloys. Engineering for Rural Development, 
19, 487–493. 

8. P.E.Mix Introduction to Non-destructive 
Testing, training guide (2nd ed.). (2005). 
New Jersey: John Wiley & Sons, Inc.

9. Urbaha, M., Carjova, K., Nagaraj, P., 
& Turko, V. (2018). Requirements for 
helicopter’s planer construction fatigue 
testing. In Transport Means – Proceedings 
of the International Conference, (pp. 
1268–1270), 3–5 October 2018,  Trakai, 
Lithuania. 

10. Urbahs, A., Banovs, M., Turko, V., Urbaha, 
M., Nedelko, D., & Lebedevs, I. (2019). 

Research into the features of service damage 
in the composite material of helicopter rotor 
blades. In Transport Means – Proceedings 
of the International Conference, (pp. 466–
469), 2–4 October 2019, Kaunas, Lithuania.

11. Гузь А.Н., Хорошун Л.П., Ванин 
Г.А., Бабич И.Ю., Каминский A.A., 
Шульга H.A., Маслов Б.П., & Скиченко 
A.B. (1982). Механика композитных 
материалов и элементов конструкций. 
Киев: Наук. думка.

12. Finlayson, R.D., Friesel, M., Carlos, M., 
Cole, P., & Lenein, J.C. (2001). Health 
monitoring of aerospace structures with 
acoustic emission and acousto-ultrasonics. 
In 15th World Conference on NDT, 15–21 
October, 2000, Rome, Italy. INSIGHT,43 
(3). 

13. Фейгенбаум Ю.М., Дубинский С.В., 
Божевалов Д.Г., Соколов Ю.С., Метелкин 
Е.С., Миколайчук Ю.А., & Шапкин 
В.С. (2018). Обеспечение прочности 
композиционных авиационных конструк- 
ций с учетом случайных эксплуатацион-
ных ударных воздействий. M.: 
Техносфера.

14. Prostaks, J., & Urbaha, M. (2019). 
Evaluating Accuracy of Fault Localization 
when Monitoring Condition of Large 
Structures by Acoustic Method. Engineering 
for Rural Development, 18, 1280–1286. 

15. Nedelko, D., Urbahs, A., Turko, V., 
Urbaha, M., Carjova, K., & Nagaraj, P. 
(2019). Assessment of the Limits of Signs 
of Health and Usage Monitoring System 
for Helicopter Transmission. Procedia 
Computer Science, 149, 252–257. 

16. Turko, V. (2015). Principle of Local Zones 
Applied to Fatigue Prone Large-scale 
Designs.  Lambert Academic Publishing. 
DOI: 10.22616/ERDev2020.19.TF111


