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WLAN IEEE 802.11ac is one of the wireless network technologies that can be used for 
ITS (Intelligent Transport Systems) needs, in particular for providing vehicle passengers with 
access to the data transmission network. To evaluate the performance of such automotive wire-
less access networks, it is necessary to perform experimental measurements. By conducting 
the throughput measurements in WLAN-based automotive communications testbed, it has 
been observed that the throughput of the communication channel decreases and the received 
signal becomes weaker as the vehicle moves away from the wireless access point. The aim of 
the research is to verify theoretically whether there is a correlation between the received signal 
power level and the throughput of the communication channel depending on the distance to the 
transmitter. To calculate the received signal power depending on the distance to the transmitter, 
a log-normal signal propagation model can be used, which takes into account random signal 
fluctuations that are described by the Nakagami distribution. Further, based on the obtained 
results, Shannon’s theorem can be used to calculate the maximum theoretical throughput of 
the communication channel. The analysis of the obtained results shows that a correlation exists 
between the received signal power level and the throughput of the communication channel 
depending on the distance to the transmitter. The performed theoretical calculations justify the 
experimentally obtained results.

Keywords: Experimental results, IEEE 802.11ac, received signal power level, theoretical 
Nakagami distribution, throughput.
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1. INTRODUCTION

The throughput is a measure of how 
much data traffic is successfully received 
at the intended destination per unit of time. 
The throughput achievable at different lay-
ers of the OSI (Open System Interconnec-
tion) model varies. In Section 4, the term 
“throughput” is applied either to communi-
cation channel maximum throughput, which 
is equivalent to the system capacity [1] 
and is measured at the physical layer [2], 
or the term is applied to the application 
layer throughput, which is called goodput, 
and is accordingly measured at the applica-
tion layer [3]. In case the term “goodput” 
is used, the amount of data considered 
excludes protocol overhead bits and also 
retransmitted data packets [3]. In turn, 
when determining the capacity of a commu-
nication channel, the overheads introduced 
by higher layers are not considered. Often, 
the term “throughput” is also used in a gen-
eral context without mentioning the spe-
cific OSI layer where it is measured, or it is 
applied to transport layer throughput. The 
term “throughput” is also used in a general 
context in this article.

In vehicular communication networks 
based on the WLAN (Wireless Local Area 
Network) IEEE 802.11, a movement speed 
of mobile client corresponds to a vehicle 
driving speed. The average individually 
achievable throughput of such mobile cli-
ents will be lower compared to the stan-
dard stationary or nomadic WLAN client. 
The difference in average performance to 
be achieved is mainly related to the differ-
ent moving speeds of clients. As a vehicle 
speed increases, the mobile client is forced 
to perform more frequent handover proce-
dures between wireless access points (APs). 
Consequently, the active data transmission 
time in AP coverage area decreases and 

proportionally more time is spent on the 
organisation and execution of the hando-
ver procedure [4]. Another important rea-
son for the decrease in average throughput 
is the impact of environment on wireless 
data transmission, which becomes much 
more aggressive, compared to standard cli-
ent movement conditions. At higher veloci-
ties, radio waves are reflected more inten-
sively, and various and rapidly changing 
sources of external interference are pos-
sible. This increases a probability that cli-
ent data may be lost or corrupted, which 
in turn means that the lost data will need 
to be retransmitted. As a result, applica-
tion layer throughput (goodput) decreases 
as overheads increase [3]. This may also 
lead to an increase in the delay of handover 
procedure [4]. When assessing the theoreti-
cally possible throughput of a communica-
tion channel, it is important to consider both 
the distance between the mobile client and 
the transmitter, and the possible multipath 
propagation of signals. The theoretically 
obtained results can be compared with the 
experimentally obtained data; thus, the used 
mathematical models can be verified. The 
obtained results can also be used to improve 
the handover algorithms of the mobile cli-
ent, where the fluctuations of the received 
signals would be considered.

This paper is organised as follows. 
Section 2 provides an overview of related 
works. In Section 3, we evaluate signal 
power level dependence on the distance to 
the transmitter with and without signal fluc-
tuations. Section 4 provides the evaluation 
of throughput dependence on the power 
level of the received signal and the distance 
to the transmitter. Concluding remarks are 
presented in Section 5.
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2. RELATED WORKS

In several studies, the power level 
of received signal RSS (Received Signal 
Strength) in the WLAN (also referred as 
WiFi) [5] is estimated depending on the 
distance to the transmitter. Estimates were 
performed both theoretically, for example, 
using two-ray flat-earth, free-space path 
loss or log-normal models [6], [7], and 
experimentally by performed RSS mea-
surements [8], [9]. In practice, such mul-
tipath propagation causes fluctuations in the 
power of the received signal. This should 
be considered when assessing the WiFi 
network throughput theoretically, because 

these power fluctuations directly affect 
system performance, i.e., throughput. The 
study [10] proposes a model for estimat-
ing the capacity of several competing IEEE 
802.11 systems based on radio wave propa-
gation theory and the Shannon’s theorem. 
However, it is not known how the chan-
nel throughput theoretically could change 
depending on the distance to the transmit-
ter, considering the signal fluctuations. 
Such a relationship would allow comparing 
theoretically the calculated throughput data 
with the experimentally obtained data.

3. SIGNAL POWER LEVEL DEPENDENCE  
ON THE DISTANCE TO THE TRANSMITTER

As a mobile client moves between 
Wi-Fi network coverage areas, the asso-
ciation with corresponding wireless AP is 
established. In Fig. 1, the experimentally 
observed relationship is shown between the 
power level P of received signal (where RSS 
parameter is used), and the distance to the 
wireless access point, r. The figure shows 
a mobile client that is moving from AP-1 
towards next wireless access point AP-2. 
Pd0 is the minimum distance from the cli-
ent to the AP-1 and PTH is the threshold, at 
which the mobile client executes a hando-
ver procedure to the next AP. It has been 
observed that as the mobile client moves 
away from the AP, the power level of the 
received signal decreases. It has also been 
observed that the power level of P or RSS 
signal not only decreases, but also fluctu-
ates around its average value.

Experimental measurements showed 
that rapid fluctuations in the RSS power 
levels of the received signal caused irreg-

ular (shifted in time) initialization of the 
handover procedure. It can be executed 
either too early or with delay, depending on 
when the PTH or RSSTH value is exceeded. 
The same applies to the Wi-Fi connection 
establishment at the initial phase of the 
measurements. Therefore, when developing 
handover algorithms, such signal fluctua-
tions must be considered to ensure a correct 
operation of handover algorithms. Simi-
lar experimental observations and related 
problems have also been described in the 
study [11].

In this subsection, it is planned to make 
sure that the experimental observations cor-
respond to the results of theory and other 
studies [5], [12], [13]. Thus, theoretically 
the relationship between the changes in the 
signal power level and the distance to the 
transmitter will be determined. The data 
will also be needed in further calculations 
to determine the maximum theoretical com-
munication channel throughput (capacity).
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Fig. 1. RSS parameter changes depending on the distance to the transmitter.

The received signal strength describes 
the received signal power [14].

3.1. Vehicle-to-Infrastructure Communication Channel Model

One of the geometric models of the V2I 
(Vehicle-to-Infrastructure) communication 
channel (communication channel between 
the vehicle and the fixed roadside infrastruc-
ture) [15], which takes into account more 
than one possible signal propagation path, 
is a two-ray flat-earth model. In this model, 
the received signal is composed of a directly 
received signal and a signal reflected from 
the ground. At short distances, this model 
gives fast signal fluctuations, because the 
signal reflected from the ground shifts in 
and out of phase in relation to the directly 
received signal. At long distances between 
the transmitter and the receiver, the direct 
signal path and ground-reflected signal path 
become almost the same. According to [15], 
the boundary between these two areas, dc is 
determined by Eq. (1).

 (1) 

where ht – height of the transmitting 
antenna, m (metres); hr – height of the 
receiving antenna, m; λ – wavelength, m.

Using Eq. (1) and experimentally 
obtained data, which are presented in the 
Table 1, the parameter dc was calculated,  
dc = 191 m.

In the two-ray model, random fluc-
tuations are added, the statistics of which 
depend on the physical scattering of rays 
in environment, a zero-mean Gaussian 
distribution is assumed, which gives an 
acceptable result and is consistent with the 
results of measurements. This is referred to 
as a lognormal model. The notation of the 
model in general form is shown in Eq. (2). 
The model allows determining the power 
level P of the received signal, depending on 
the distance r between the transmitter and 
the receiver. The present research covers 
the case where signals propagate over short 
distances, i.e., if  [15], [16].

 (2)

where P(r) – power of the received signal 
(corresponds to RSS) depending on r, dBm; 
d0 – distance from the wireless access point 
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to the vehicle, m; r – distance between a 
transmitter and a receiver, m; P(d0) – power 
of the received signal, when the client is 

directly opposite of the wireless access 
point, dBm; u – path loss exponent; Xσ – 
random variables, dB.

Table 1. Experimentally Obtained Data

Parameter Value
ht 1.85 m
hr 1.5 m
λv 0.058 m
d0 3.5 m
P(d0) –49 dBm
r 3.5–100 m
u 1.9
σ 5.9 dB

The values of the parameters u and σ 
(where σ – a standard deviation of the ran-
dom variables Xσ) for the highway case are 
experimentally obtained in the study [16] 

and are given in Table 1. In experimental 
measurements, both the transmitter and 
receiver used IEEE 802.11ac standard.

3.2. The Power Level of Received Signal without Fluctuations

Using Eq. (2), the values of P(r) were 
calculated without taking Xσ into account. 
Figure 2 shows the obtained relationship 

between the power of received signal and 
the distance from the transmitter to receiver, 
without signal fluctuations (see a red curve).

3.3. The Power Level of Received Signal with Fluctuations

Due to short distances, which are typi-
cal of V2I/V2X (VehicletoEverything) 
links, a more accurate description of signal 
fluctuations is given by small-scale fading 
models, where the fluctuations are caused 
by constructive and destructive interference 
between the components of multipath signal 
propagation. If the in-phase and quadrature 
components of the signal fluctuate as inde-
pendent random variables with the Gauss-
ian distribution, the results of Rayleigh or 
Rician statistics are provided, depending on 
whether there is a line of sight. The distribu-
tion of the received signal that can be used 
to model both types of statistics is the Naka-

gami distribution (3).

 (3)

where α is a shape parameter; ω is an esti-
mate of average power in the fading enve-
lope; x is a general random number that is 
exposed to the Nakagami distribution.

If α = 1, the Nakagami distribution 
describes a Rayleigh distribution, and if  
α > 1, it is the Rician distribution. The aver-
age value of the fluctuations of the received 
signal power is calculated as follows:

 (4)
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In the calculations ; thus, Eq. (4) is sim-
plified:

 (5)

Equation (5) was used to determine the 
effect of fluctuations of the input signal on 
P(r) (2). In calculations we used ω = 1. Ini-
tially, the average value of power fluctua-

tions  was calculated. Then, random values 
with Gaussian or Normal distribution were 
generated, where we used the obtained  val-
ues and the experimentally obtained stan-
dard deviation σ for the random sample 
variables , which corresponded to the high-
way scenario (Table 1), [16].

Figure 2 shows the obtained results (see 
a blue curve).

Fig. 2. Theoretically calculated power of the received signal depending on the distance to the transmitter 
without P fluctuations and with P fluctuations.

4. THROUGHPUT DEPENDENCE ON THE POWER LEVEL OF THE 
RECEIVED SIGNAL AND THE DISTANCE TO THE TRANSMITTER

The Shannon’s frequency channel 
capacity theorem (Shannon’s theorem) is 
used to calculate the upper limit of data 
transfer rate of communication channel 
or the channel capacity C (bit/s) (6). It 
describes the physical layer throughput, 
which makes it possible to estimate the 
maximum theoretically obtainable through-
put [2], [17]. It represents the ideal system 
with Gaussian noise [18], [19], where the bit 
error rate can be reduced to zero by apply-
ing appropriate coding schemes, if the user 
data transfer rate is lower than the channel 
capacity. However, such codes have not yet 

been developed, which is one of the reasons 
why in practice the obtained data transfer 
rates are several times lower.

 (6)

where C – the capacity of frequency chan-
nel, bit/s; B – frequency channel bandwidth, 
Hz; S – the average power of the received 
signal in channel, mW; N – the average 
power of the noise or interference in chan-
nel, mW.

By using Eqs. (6) and (2), the theoreti-
cal capacity C for an ideal communication 
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channel was calculated. In calculations, 
the parameter values B = 80 MHz and  
N = –90 dBm were used, where the param-
eter N was converted to mW. The variable 
S corresponds to P(r) parameter of Eq. (2). 

The calculated channel capacity C, which 
changes depending on the received sig-
nal power level P, with and without the 
received signal power level fluctuations, is 
given in Fig. 3.

Fig. 3. Theoretically calculated capacity depending on the power P (dBm) of the received  
signal without and with power fluctuations.

In addition, Fig. 4 shows the theoreti-
cally calculated signal power P in mW, 
depending on the channel capacity C. The 

parameter P was set in the range of 10-9 to 
10-5 mW, which gives practically achievable 
results.

Fig. 4. Theoretically calculated capacity depending on the power P (mW) of the received  
signal without power fluctuations.

After that theoretical channel capacity C 
depending on the distance to the transmitter 
without and with the received signal power 
level fluctuations was calculated. Theoreti-

cally obtained capacity and experimentally 
obtained goodput results are combined in 
one graph (see Fig. 5).
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Fig. 5. Theoretically calculated capacity and experimentally obtained goodput  
depending on the distance to the transmitter.

In Fig. 5, the depicted green curve rep-
resents experimentally obtained goodput, 
where measurement data are taken from 
Fig. 6 at the velocity of 50 km/h, in the time 
interval when the mobile client initially is 
located opposite the AP and then moves 
away from it by 100 m (in terms of time 

it corresponds to 7.2 s). The experimental 
measurements were performed with the 
standard IEEE 802.11ac client. When the 
mobile client stays directly opposite AP, the 
client reaches the maximum goodput, as the 
client moves away from the AP, the distance 
r increases and the goodput decreases.

Fig. 6. Experimentally obtained goodput at the velocity of 50 km/h.

5. CONCLUSION

The experimentally obtained results, 
as well as the theoretically calculated data, 
show that when a mobile client moves 
away from the transmitter, the power of the 
received signal decreases and, as a result, 

the throughput (capacity and goodput) also 
decreases. The received signal power is 
varying and fluctuating in time. The received 
signal power level fluctuations are caused 
by constructive and destructive interference 
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between the components of multipath sig-
nal propagation. It should be noted that the 
newly created graphs (Figs. 3–5) are related 
to idealization, because Shannon’s theorem 
[17], [20] is used in the calculations. The 
theoretical calculations did not consider the 
client’s speed of movement. The aim of the 
study has been to make sure whether the 
experimentally obtained data correspond to 
the classical conclusions derived from the 
Shannon’s theorem.

Theoretically calculated wireless 
channel capacity or the maximum pos-
sible throughput is several times higher 
compared to the experimentally obtained 
goodput (application layer throughput). 
The trend and nature of curves are similar, 
but the absolute values are different. Shan-
non’s theorem determines a data transfer-
ring rate for an ideal channel at the physical 
layer. It should be noted that experimental 
measurements in the case of a stationary 
wireless network client, where the client’s 
distance to the transmitter would be gradu-
ally increased, would give better goodput 
results compared to a moving client. The 

WiFi technology used in the study is able 
to provide experimentally obtained good-
put; it can be seen that there is still a large 
reserve to the theoretical “ceiling”. Improv-
ing debugging algorithms makes it possible 
to increase overall network throughput.

Higher layers of the OSI model can 
recognize data only if they are logically 
designed. Therefore, e.g., the formation 
of frames, IP packets and ACK messages 
are required. If a TCP transport protocol is 
used, it requires additional tasks for trans-
mitting the data. For instance, during the 
establishment of a TCP session, a three-way 
handshake procedure is executed, while in 
the case of packet loss, data are retransmit-
ted. Each OSI layer (from L7 to L2) gener-
ates additional traffic or the overhead, such 
as information about the used application 
layer protocol (e.g., FTP), TCP header, IP 
header, Ethernet header and other commu-
nication data that need to be transmitted, 
and this is not considered in the Shannon’s 
theorem. The performed theoretical calcu-
lations justify the experimentally obtained 
results.
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The connection between Coronal Mass Ejections (CME) and radio burst has been discov-
ered especially at lower frequencies (< 2 GHz). The aim of the study is to investigate possible 
connection between CMEs and variability of radio brightenings at 37 GHz (8 mm) within the 
time frame of four days. The millimetre radio observations have been made on RT-14 radio 
telescope at Metsähovi Radio Observatory of Aalto University, Finland. In addition, 11.2 GHz 
(2.7 cm) total solar flux information is included in the analysis. The radio observations were 
made between March 2011 and September 2017, totally including 24 events. The results dem-
onstrate that in most of the cases the radio brightening intensity achieves its maximum before 
CME occurs. Time of 11.2 GHz intensity appearance matches with time of CME appearance 
with difference of two to three hours. However, in most cases a maximum of 11.2 GHz inten-
sity appears before CMEs. The study investigates a possibility of predicting CME appearance 
based on milli- and centimetre radio observations. The study also proposes a scenario connec-
tion between CMEs and solar microwave events.

Keywords: Coronal Mass Ejection (CME), radio telescope, solar activity, solar radio 
brightening.
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1. INTRODUCTION

Coronal Mass Ejections (CMEs) are 
strong eruptive events which are carrying 
magnetized plasma from the solar atmo-
sphere. CMEs, for instance, are causing 
geomagnetic storms. Thus, they play a 
major role in the space weather investi-
gations. They can carry massive kinetic 
energies, up to 1034 erg [1]. The formation 
of CMEs is not yet comprehensive under-
stood. However, with the current knowl-
edge, they are assumed to be driven by 
magnetic fields [2]. Also, there have been 
discussions about the connection between 
CME and solar flare.

The estimation of CME magnetic fields 
can be diagnostic based on radio observa-
tions [3], [4]. Connection between CMEs 
and solar radio events has been studied 
earlier. However, most of the studies have 
been focusing on lower frequencies (< 2.5 
GHz, e.g., [1]–[5]). For instance, connec-
tion between solar type II radio burst and 
CME has been studied in a versatile man-
ner  [5]. 

Type II solar radio bursts are generated 
by the plasma emission mechanism when 

electron beams are accelerated ahead of 
propagating CME [6]. At millimetre wave-
length regimes, a comparison to X-ray 
events has also been investigated [7]. The 
results show that a gradual thermal com-
ponent of microwave starts to dominate 
after the impulsive phase of X-ray flare. 
CMEs have not been studied at higher 
radio frequencies. The present article stud-
ies the evolution of the radio brightenings 
at 37 GHz which are associated with CME. 
The main aim is to find possible connec-
tion between CMEs and radio brighten-
ings. For instance, CMEs can be predicted 
based on radio brightening evolution. The] 
most common behaviour seems to be that 
the radio brightening intensity achieves its 
maximum before the CME occurs. Also, 
in most cases 11.2 GHz solar radio flux 
maximum intensity is achieved before 
CME appears. In Section 2, the used radio 
instrumentation is shown. Observations 
are discussed in Section 3 and results – in 
Section 4. Finally, Section 5 presents con-
clusions.

2. INSTRUMENTATION

The RT-14 at Metsähovi Radio Obser-
vatory (MRO) of Aalto University, Finland 
(Helsinki region; E 24:23.35, N 60:13.04) is 
a radome-enclosed Cassegrain-type antenna 
with a diameter of 13.7 m. The usable 
wavelength range of the telescope is 13.0 
cm–2.0 mm. During solar observations, the 
antenna is used for solar mapping, partial 
solar mapping, and tracking of any selected 
areas on the solar disk. The beam size of the 
telescope is 2.4 arc min at 37 GHz (8 mm). 
The receiver is Dicke-type radiometers. For 

the temperature stabilization, a Peltier ele-
ment is used. The noise temperature of the 
8 mm receiver is approximately 280 K. The 
temporal resolution during observations is 
0.1 s or less. It will take approximately 180 
seconds to make one solar radio map. 

The observational data are recorded in 
intensities. Because the measurements are 
always scaled relative to the quiet Sun level 
(QSL), the observations are comparable 
over the years. The brightness temperature 
of the QSL at 8 mm is 8100 ± 300 K [8]. 
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The full documentation of the RT-14 techni-
cal specifications can be found in [9].

The second instrument is a radio tele-
scope with a 1.8 m dish diameter (RT-1.8) 
dedicated to continuous solar observations. 
RT-1.8 has measured the total radiation of 
the Sun since January 2001, at a frequency 
of 11.2 GHz (2.7 cm). It has been in use 
for two solar cycles, 23 and 24. The long 
time series enables solar cyclicity studies. 
The telescope has a beam size of 81.6 arc 

min and its system noise temperature, Tsys, 
is 268 K, measured against liquid nitro-
gen. The radio telescope has no protective 
radome; therefore, it is vulnerable to pre-
vailing weather conditions. High sampling 
rate (1 kHz) allows studying fine structure 
of flares, including short periodic oscilla-
tion phenomena. The full documentation of 
the RT-1.8 technical specifications can be 
found in [10].

3. OBSERVATION

The radio observations were made 
between March 2011 and September 2017 
and daily maximum brightness temperature 
value was recorded from daily observed 
solar raster scan maps. The radio brighten-
ings were associated to NOAA (National 
Oceanic and Atmospheric Administration) 
active region, and connection between the 
active regions and CMEs was found. CME 
appearance times were collected from 
HELCATS – The science of tracking solar 
storms’ database (https://www.helcats-fp7.
eu). The CME appearance time is defined 
so when CME is first time observed in HI1 
camera (wide-field white-light camera). 
The maximum radio brightening tempera-
ture values were taken during the period of 
four days, starting two days before CME 
occurred and stopping one day after CME 
occurred. Figure 1 presents the evolution 
of radio brightening between 4 September 
2017 and 7 September 2017. 

In the third plot (in lower left panel, 
radio map from 6 September 2017), we 
can notice that a radio brightening area 
is expanding compared to other days. In 
addition, the intensity is stronger. CME 
appeared on 6 September 2017.

Number of daily solar radio maps varied 
widely. On certain days, we only had one to 

three radio maps, but on some days we had 
more than two hundred radio maps. On the 
days with a dense sampling, we recorded 
the radio brightening intensity simultane-
ously when CME appeared. However, on 
days with a sparse sampling, we had rough 
estimate on its intensity. Thus, we probably 
missed the radio brightening intensity when 
CME appeared.

Totally, we found 24 events (Table 1), 
where we had both radio brightening and 
CME observations. In some cases, there 
were several CMEs during this period of 
four days. CMEs under investigation were 
chosen that the CME observation was clas-
sified into class “good”. It means that erup-
tion is defined with a good confidence as 
CME. The selection of the events was made 
based on radio brightenings. Even though 
there were more CME events in the period 
under review, we were missing the radio 
data on those events. Ground-based radio 
data are also certainly available only from 
the sunrise to the sunset. MRO-14 radio 
telescope is also used for other purposes 
than solar observations. Thus, we have only 
one solar radio map for each day.
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Table 1. CMEs and Radio Brightness Maxima (11 and 37 GHz) Occurrence Time  
(including radio brightness maximum intensities relative to the QSL)

CME  
occurrence time 

37 GHz max. 
intensity  
occurrence time

37 GHz max. 
intensity  
(rel. to QSL)

11 GHz max. 
intensity  
occurrence time

11 GHz max. 
intensity  
(rel. to QSL)

2011-03-07-14:48

2011-03-14 16:09

2011-04-17 14:09

2011-06-02 10:49

2011-06-07 06:49

2011-06-23 19:29

2011-07-09 04:09

2011-08-02 10:49

2011-08-30 15:29

2011-08-04 05:29

2011-08-09 09:29

2012-05-16 10:09

2012-05-17 06:09

2012-06-13 15:29

2013-04-11 09:29

2013-05-01 06:09

2013-05-17 10:49

2013-06-05 05:29

2013-08-06 07:29

2013-08-17 12:09

2014-09-03 06:09

2016-07-17 14:49

2017-05-06 08:49

2017-09-06 14:09

2011-03-07 10:19

2011-03-14 09:44

2011-04-17 12:16

2011-06-02 14:11

2011-06-07 04:19

2011-06-23 03:57

2011-07-09 10:34

2011-08-02 03:52

2011-08-03 04:00

2011-08-04 03:42

2011-08-09 10:52

2012-05-16 04:07

2012-05-17 04:00

2012-06-13 04:08

2013-04-11 11:05

2013-05-01 04:36

2013-05-17 09:32

2013-06-05 05:01

2013-08-06 04:11

2013-08-17 06:11

2014-09-03 04:33

2016-07-17 08:21

2017-05-06 09:37

2017-09-06 09:38

105.1

104.4

111.1

106.9

105.6

105.4

104.3

112.3

137.9

124.2

105.2

105.1

106.5

109.8

111.9

110.4

140.2

103.8

105.0

105.5

106.7

114.6

102.7

198.4

2011-03-07 09:20

No detection

No detection

No detection

2011-06-07 06:25

No detection

No detection

2011-08-02 06:10

2011-08-03 13:30

2011-08-04 03:55

2011-08-09 08:05

No detection

No detection

2012-06-13 13:35

2013-04-11 07:10

2013-05-01 14:10

2013-05-17 08:55

2013-06-05 08:35

No detection

No detection

2014-09-03 13:35

No detection

No detection

2017-09-06 12:00

149.1

No detection

No detection

No detection

181.8

No detection

No detection

121.8

129.1

192.3

192.3

No detection

No detection

110.9

129.6

103.7

181.8

124.5

No detection

No detection

131.9

No detection

No detection

222.2

In addition, 11.2 GHz solar intensity 
was considered. CME occurrence time 
and 11.2 GHz solar intensity maximum 
occurrence time had not longer than three 
hours of cadence. Figure 2 presents 11.2 
GHz solar total flux on 6 September 2017. 

There were three radio bursts before CME 
appeared. CME appeared on a gradual state 
of the third burst. Figures 3 and 4 show 
other examples. These observations were 
made between 31 July and 3 August 2011. 
During this period, several CMEs appeared. 
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Fig. 1. Evolution of radio brightening between 4 September 2017 (upper left panel) and  
7 September 2017 (lower right panel). Radio brightening size and intensity are on top on  

6 September 2017 (lower left panel).

Fig. 2. The solar total intensity at 11.2 GHz on 6 September 2017. CME appearrence  
time is indicated with an arrow.
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Fig. 3. Evolution of radio brightening between 31 July 2011 (upper left panel) and 3 August 2011 (lower right 
panel). Radio brightening size and intensity are on top on 3 August 2011 (lower right panel), one day after the 

CME appeared. This is explained by the fact that there was another CME on 3 August 2011. A weak solar burst 
appeared after CME.

Fig. 4. The solar total intensity at 11.2 GHz on 2 August 2011. CME appearance  
time is indicated with an arrow.
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4. RESULTS

Based on high radio frequency (37 
GHz) observations, the obtained results can 
be divided into four different categories:

• Category 1 – The maximum radio inten-
sity is achieved after the CME occurs. 
Totally 8 cases.

• Category 2 – The maximum radio inten-
sity is achieved before the CME occurs. 
Totally 14 cases.

• Category 3 – The maximum radio inten-
sity is achieved simultaneously when 
the CME occurs. One case.

• Category 4 – No clear pattern/or not 
enough observations. One case.

The high frequency (37 GHz) radio 
brightenings of Category 2 (average 122 % 
to QSL) were stronger than those of Cat-
egory 1 (average 114 % to QSL).

In addition, we noticed that CME and 
11.2 GHz radio burst intensity maximum 
appeared within two to three hours. We 
could not detect 11.2 GHz burst in every 24 
cases. In nine cases of thirteen, 11.2 GHz 

solar radio burst maximum intensity was 
detected before CME appeared. It has been 
reported [11] that CMEs appear between 
15 and 30 minutes after flares appear. Most 
probably 11.2 GHz burst was detected in 
Category 1 (5/8) than in Category 2 (7/14). 
The radio intensity at 11.2 GHz was stron-
ger in Category 2 (> 165 % to QSL) than in 
Category 1 (120 % to QSL). Some events 
belonging to Category 2 were so strong that 
even the receiver signal chain saturated. 
Therefore, more precise intensity average 
value cannot be defined.

The intensity of 11.2 GHz bursts was 
weaker in those events, which appeared 
after CME (120 % to QSL). The aver-
age intensity of those events, which were 
observed before CME, was > 145 % to QSL. 
Finally, when we compared millimetre and 
centimetre wavelength observations to each 
other, we noticed that centimetre range (2.7 
cm) radio burst was detected more prob-
ably when radio brightening intensity (at 37 
GHz) was strong.

5. CONCLUSIONS

It has been proposed that CME ener-
gies correlate with solar flare appearance. 
In practice, more intense and energetic 
CMEs produce solar flares. This scenario 
also holds for solar radio bursts. Lower fre-
quency (11.2 GHz) radio observations give 
a reason to speculate that radio burst is a 
triggering for CME. If a strong radio burst 
is detected, it is highly possible that CME is 
following it. Below, a simplified scenario is 
presented based on our observations.

We will need more observations to con-
firm our interpretation, especially at lower 
frequencies. We could utilise, for instance, 
LOFAR (Low-Frequency Array) observa-
tions for this purpose. In addition, more 
densely sampled intensity profile of radio 
brightening could give additional informa-
tion to our scenario. During the next solar 
cycle, cycle 25, we will try to observe more 
these events with a more densely sampled 
interval.
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Most of the solar cell parameters (short-circuit current, fill factor, power conversion effi-
ciency) can only be determined by creating and measuring the solar cell. However, there is an 
empirical relation that links energy level values of the materials in the active layer to an open-
circuit voltage (Uoc) of the solar cell. Due to a variety of possible methods used to determine 
energy level values and the dispersion of obtained results, this estimate is not always correct. 
Even if correct energy level values are obtained for separate materials, energy level shift takes 
place at the interfaces when two materials are mixed. That is why a simple and reliable experi-
mental method for Uoc estimation is required. Usually, photoconductivity is used to obtain 
the energy gap between molecule ionization energy and electron affinity of a single material. 
When two materials are mixed, direct charge transfer from donor to acceptor molecule can 
be observed. The threshold energy (ECT) shows the real difference between donor molecule 
ionization energy and acceptor molecule electron affinity. This difference should correspond 
to the Uoc. The present study makes the comparison between the open-circuit voltage estimated 
from material energy level values, the obtained ECT values for various donor:acceptor systems, 
and the real Uoc obtained from solar cell measurements. Strong correlation between ECT and 
Uoc is obtained and the photoconductivity measurements can be used in the estimation of Uoc.

Keywords: Energy levels,  direct charge transfer, open-circuit voltage, organic materials, 
organic solar cells, photoconductivity.
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1. INTRODUCTION

Environmental concerns compel many 
nations to develop technologies that allow 
collecting renewable energy and decreas-
ing the use of fossil fuels. Solar cells allow 
directly turning the sunlight into electric-
ity. The wide variety of organic materials 
combined with the possibility to vary their 
molecule structure makes them an attractive 
field of research. The efficiency of organic 
solar cells is steadily increasing and nowa-
days reaches 18 % [1]. Solar cells are char-
acterised by several parameters, such as 
short-circuit current (Isc), open-circuit volt-
age (Uoc), fill factor (FF), and power con-
version efficiency (PCE) [2], [3]. All pre-
viously mentioned parameters are affected 
not only by the properties of each separate 
material but also by material compatibility. 
Isc depends on two factors: the efficiency 
of charge carrier generation in the active 
layer, and the efficiency of charge carrier 
extraction from the solar cell. Uoc is mainly 
defined by the energy levels of the mate-
rials used in the active layer. The predic-
tion of open-circuit voltage is based on the 
empirical relation that consists of donor and 
acceptor molecule energy levels:

  (1)

where e is the elementary charge, Id is the 
molecule ionization energy of the electron 
donor material, and Ea,a is the electron affin-
ity of the electron acceptor material [4]. 
Equation (1) is simple and would poten-
tially allow us to estimate the most promis-
ing donor:acceptor combination without the 
need of time- and resource-consuming solar 
cell manufacturing. That is why the correct 
determination of energy level values is cru-
cial. The most common method for molecule 
ionization energy determination is ultraviolet 
photoelectron spectroscopy (UPS) [5], [6]. 

Photoelectron yield spectroscopy (PYS) is 
used as an alternative method [7]–[10] as it 
is simple and does not require an ultrahigh 
vacuum. Although the principle of these 
methods is similar, reported results can differ 
from author to author. For example, ioniza-
tion energy values for popular electron donor 
polymer poly(3-hexylthiophene-2,5-diyl) 
(P3HT) in various scientific papers ranges 
from 4.7 to 5.3 eV [11]–[15]. In our previ-
ous studies, we obtained the value of 4.54 
± 0.03 eV [9], [10]. Correct estimation of 
electron affinity is even more complicated. 
Although it can be directly determined using 
inverse photoemission spectroscopy (IPES) 
[16], [17], due to the poor energy resolu-
tion and complexity of the method, IPES 
is rarely used. Usually, the electron affinity 
value is obtained indirectly from molecule 
ionization energy and energy gap measure-
ments. The energy gap between molecule 
ionization energy and electron affinity can 
be estimated either from absorption edge or 
from photoconductivity measurements [18]. 
A relatively popular method for the energy 
level estimation of organic semiconductors 
in solution is cyclic voltammetry. Yet there is 
still debate about the validity and precision 
of this method [19], [20]. 

Additionally, it has been shown that the 
energy level shift takes place at the organic 
material interface [10], [21], [22]. It means 
that even if the correct energy level values 
for each separate material are obtained, the 
real gap between donor molecule ioniza-
tion energy and acceptor material electron 
affinity can differ from the estimated value 
when materials are mixed. In that case, the 
predicted Uoc value may differ from the real 
value. That is why a simple, reliable, and 
direct method is needed for the correct pre-
diction of Uoc. 
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In the photogeneration process, the 
donor molecule is excited by the absorp-
tion of a photon. In the next step, the elec-
tron is transferred to the acceptor molecule 
[3]. It is also possible to transfer electron 
directly from the donor molecule to the 
acceptor molecule without the excitation of 
the donor molecule. This process is called 
direct charge transfer (CT). The energy of 
this transition shows the real energy gap 
between the ionization energy of donor 
material and the electron affinity of accep-
tor material at the interface. While this 
energy could be determined optically by 
measuring the absorption or luminescence 
spectra [23], [24], it is a complicated task 
due to the low probability of CT transition. 
In these measurements, the signal is small 
and is close to the sensitivity threshold of 
the equipment. Alternatively, CT transition 
can be observed in photoconductivity mea-
surements [25]. Usually, photoconductivity 

measurements are used to obtain the energy 
gap between the ionization energy and elec-
tron affinity of a single material. When two 
materials are mixed creating bulk hetero-
junction, the photoconductivity threshold 
shows the lowest energy required to trans-
fer an electron from the donor molecule to 
the acceptor molecule. This could allow us 
to evaluate the real gap between energy lev-
els in the system and to predict the maxi-
mum obtainable voltage of solar cells more 
precisely. This study aims to show the rela-
tion between CT energy obtained from pho-
toconductivity measurements, prediction of 
Uoc based on the measured energy levels of 
studied materials, and the real open-circuit 
voltage of created solar cells. Photocon-
ductivity measurements are done for vari-
ous donor:acceptor mixtures. The obtained 
threshold values are compared to the Uoc 
obtained from solar cells using the same 
donor:acceptor combinations. 

2. EXPERIMENTAL

2.1. Studied Materials

In this study, commercially available 
organic materials, as well as original mate-
rials synthesized at Riga Technical Univer-
sity are studied. The chosen materials are 
either well-known compounds used in the 
efficient solar cells (P3HT, PCBM, PBDB-
T, Y5, PCDTBT, PCPDTBT) or promising 
original compounds created in previous 

studies (DC-1, DC-2, DZC-3). Molecule 
structures are shown in Fig. 1. Commer-
cially available materials are obtained from 
Sigma-Aldrich. The synthesis of DC-1 and 
DC-2 has previously been described in [26], 
while the synthesis of DZC-3 has been 
described in [27]. 

Sample Preparation

Three series of samples were made: 

1. samples for energy level determination; 
2. samples for CT measurements; 
3. photovoltaic cells for Uoc determination. 

Samples for energy determination were 
made on etched ITO covered glass (Präzi-

sions Glas and Optik GmbH). Solutions in 
chloroform with the concentration of 15–20 
mg/ml were prepared and spin-coated at 
the speed of 600 rpm, acceleration of 600 
rpm/s, and spinning time of 40 s. Afterward, 
the samples were dried on a hotplate for 15 
min at 70 °C. The thickness of samples was 
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between 500 and 700 nm. These samples 
were used in PYS measurements to obtain 
the ionization energy of the studied mate-
rials. After the ionization energy measure-
ments, 30 nm thick semitransparent alumi-
num (Al) electrodes were deposited on top 

of the organic layer by thermal evaporation 
in a vacuum (~1∙10-5 mbar) using Edwards 
Auto 306 thermal evaporator. The obtained 
“sandwich” type samples (ITO/studied 
material/ Al) were used for photoconductiv-
ity measurements. 

Fig. 1. Molecule structures of studied materials.

Samples for CT measurements were 
from solutions where the studied materials 
were dissolved in chloroform with a con-
centration of around 15 mg/ml. Then two 
solutions were mixed with the mass ratio of 
1:1. The obtained mixtures were spin-coated 
at the speed of 600 rpm, acceleration of 600 
rpm/s, and spinning time of 40 s, obtain-
ing bulk heterojunction thin films. After-
ward, the samples were dried on a hotplate 
for 15 min at 70 °C. 30 nm Al electrodes 
were deposited on top of the film by ther-
mal evaporation in vacuum using Edwards 
Auto 306 thermal evaporator. The structure 
of samples was ITO/ donor:acceptor/ Al.

Solar cells with the structure of ITO/ 
PEDOT:PSS/ donor:acceptor/ LiF/ Al 
were made. The layers were deposited on 
etched indium tin oxide (ITO) glass (Präzi-
sions Glas and Optik GmbH). At first, 
PEDOT:PSS (Al4083) was spin-coated 
at the speed of 2000 rpm, acceleration 
of 2000 rpm/s, and spinning time of 60 s. 
Afterward, the samples were dried on a 
hotplate for 15 min at 120 °C. Solutions 
in chloroform with the concentration of 6 
mg/ml of the studied materials were used. 
Various donor:acceptor combinations were 
prepared by mixing two solutions with the 
mass ratio of 1:1. The obtained mixtures 
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were spin-coated in a glovebox in an argon 
atmosphere. Spin-coating parameters were 
the following: rotation speed of 1000 rpm, 
acceleration of 1000 rpm/s, and spinning 
time of 40 s. The samples were dried on a 

hotplate for 15 min at 70 °C. 1 nm LiF and 
100 nm Al were deposited using Moorfield 
Nanotechnology MiniLab LT090A-MX 
thermal evaporator in Jacomex glovebox. 
Al deposition rate was 0.3 nm/s. 

2.2. Measurements

Photoelectron emission measurements 
were done in a vacuum (~2∙10-5 mbar) using 
a self-built measurement system. ENER-
GETIQ Laser-Driven Light Source (LDLS 
EQ-99) was used as a light source. Spec-
tral Products DK240 1/4m monochromator 
was used to control the energy of photons 
reaching the sample. The spectral range of 
these measurements was between 4.0 and 
6.8 eV with a step of 0.05 eV. Cylindrical 
lens before the quartz window of the vac-
uum chamber ensured irradiation area of 5x 
10 mm of the sample area. A copper elec-
trode located 2 cm away from the sample 
was used to collect the emitted electrons. 
Keithley 617 electrometer was used as a 
voltage source as well as the equipment 
for electric current measurements. A volt-
age of 50 V was applied between electrode 
and sample to improve the obtained electri-
cal signal. Detailed experimental procedure 
and data processing has been previously 
described in [9]. 

The setup for photoconductivity mea-
surements was similar to that used in pho-
toelectron emission experiments. Here, a 
short focal length spherical lens was used to 
focus the light on around 1x 1 mm surface 
area. Thin films were irradiated through 
the deposited semitransparent Al electrode 
and the electrical current between Al and 
ITO electrodes was measured. In the case 

of pure materials where photoconductiv-
ity was used to determine the energy gap 
between their molecule ionization energy 
and electron affinity, the spectral range 
depended on their absorption spectrum. In 
the case of mixed samples for CT measure-
ments, the chosen region was wider start-
ing in the infrared part of the spectrum at 
2100nm (0.59 eV photon energy). The gen-
erated current was measured with Keithley 
617 electrometer. Photocurrent spectral 
dependence was measured with a step of 
5 nm. Data processing was done accord-
ing to [18]. From photoconductivity mea-
surements, the gap (Egap) between ioniza-
tion energy and electron affinity (Ea) was 
obtained for each of the studied materials. 
Knowing the ionization energy and the gap 
energy, electron affinity was calculated as 
follows:

 (2)

Photovoltaic effect measurements were 
done using Keithley 6517B electrometer. 
A solar simulator ScienceTech SS150 with 
a light intensity of 100 mW/cm2 and a 
standard AM 1.5 filter was used as a light 
source. Current–voltage characteristics 
were measured with a step of 0.02 V. Point 
in current–voltage characteristics where the 
electrical current value is closest to 0 A is 
considered Uoc.

3. RESULTS AND DISCUSSION

Although the energy level values for 
commercial compounds were available 

in the literature, the ionization energy and 
electron affinity were measured for all the 
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studied materials. It was done to ensure that 
all the values were obtained using the same 
method in the same conditions. The values 

summarised in Table 1 were used to estimate 
the Uoc,est value for various donor:acceptor 
material combinations according to Eq. (1). 

Table 1. Studied Materials and Their Energy Level Values

Material I, eV ±0.03 eV Ea,eV ±0.05 eV
P3HT 4.54 2.79
PCBM 6.08 3.63
PBDB-T 4.87 3.15
Y5 5.55 3.87
PCDTBT 5.10 3.40
PCPDTBT 4.90 3.60
DC-1 5.16 3.36
DC-2 5.15 3.48
DZC-3 5.13 3.41

For separate materials, the photocon-
ductivity threshold defines the gap between 
molecule ionization energy and electron 
affinity. It means that by increasing the pho-
ton energy near the gap energy, the mea-
sured photocurrent rapidly increases even 
by several orders of magnitude. Below the 
Egap there is usually no photoconductivity or 
small signal generated by the impurities in 
the film. As an example, P3HT and DZC-3 
photoconductivity spectral dependence 
is shown in Fig. 2a. Although the Egap for 
both of these materials is similar (1.75 for 
P3HT and 1.72 for DZC-3), it can be seen 
that there is a small photocurrent till around 
1.4 eV for P3HT, while no photoconduc-
tivity could be observed below 1.6 eV for 
DZC-3. 

When mixed, a photoconductivity sig-
nal can be observed in the infrared spec-
tral region starting from 0.80 eV (see Fig. 
2a). Here, the photon energy is too low to 
directly excite any of the studied materials 
and we observe direct charge transfer from 
P3HT to DZC-3. The probability of direct 
CT is low and the obtained signal near the 
threshold energy is almost 4 orders of mag-
nitude lower than the signal of classical 
photoconductivity. Similar photoconductiv-
ity spectral dependence can be observed for 
other electron donor and acceptor combina-
tions (see Fig. 2b). In all cases, the observed 
photoconductivity threshold energy for 
mixtures is lower than the threshold energy 
for separate materials. 

 

Fig. 2. Photocurrent spectral dependence for  
a) DZC-3, P3HT, and P3HT:DZC-3 sample; b) various donor:acceptor mixtures.
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The estimated Uoc,est values, and 
CT threshold values (ECT) for various 
donor:acceptor combinations were com-
pared to the real Uoc values obtained from 
photovoltaic effect measurements of cre-
ated solar cells. The error for Uoc,est is ±0.08 
V due to the errors of energy level value 
determination,  the error of Uoc is ±0.02 
V as a measurement step, and the error of 
ECT is ±0.03 eV. As can be seen in Fig. 3, 

the correlation between estimated and real 
open circuit voltage values is moderate. The 
trend is generally the same – the higher the 
estimated Uoc,est, the higher the real value. 
Nevertheless, the data are scattered and in 
several cases, there is an immense over-
estimation. Linear approximation of Uoc,est 
gives a correlation coefficient of r=0.61, 
which is considered a moderate correlation.

Fig. 3. The ECT and Uoc,est comparison to Uoc. Black dashed line is a linear approximation of Uoc,est values;  
red dashed line is a linear approximation of ECT values; the blue dashed line shows a perfect fit.

The photoconductivity threshold values 
are less scattered and are closer to the Uoc 
values. Linear approximation of the results 
gives a relation between ECT and Uoc:

 (3)

The slight overestimation of ECT, espe-
cially towards the lower Uoc values, could 
be related to the sensitivity of the measure-

ments. The signal-to-noise ratio and thus 
the precision of the measurements could 
be improved by a light source with higher 
intensity in the infrared region of the spec-
trum. Also, the quality of the samples can 
greatly influence the stability and sensitivity 
of the measurements. The correlation coef-
ficient, in this case, is r=0.96 which shows a 
very strong correlation between photocon-
ductivity threshold energy and Uoc values.    

4. CONCLUSIONS

We have shown that the estimation of 
open-circuit voltage should not be based 
only on energy level values obtained from 
bulky films of pure materials. Using rela-

tively simple photoconductivity measure-
ments, we were able to get direct CT thresh-
old energy which corresponded to the real 
energy gap between molecule ionization 
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energy of electron donor and electron affin-
ity of electron acceptor material. Although 
this threshold value slightly overestimates 

the real Uoc value, the deviations are smaller 
compared to the Uoc,est  obtained from energy 
level values. 
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Changes in nanostructure morphology and size may result in very different surface wet-
tability. In this research, the impact of different morphological parameters on the wetting 
dynamics of ZnO nanostructured layers is studied. Six different morphologies are chosen to 
determine the specific wetting processes of ZnO nanostructures: nanoneedles, small diam-
eter rods, large diameter rods, nanotubes, nanoplates, and plain thin films. Wetting dynam-
ics is investigated using conventional sessile drop technique and a novel approach based on 
electrochemical impedance spectroscopy. The results show that the surface of nanostructured 
ZnO thin films exhibits both hydrophilic and hydrophobic wetting behaviour, depending on 
nanostructure form, size, and orientation. ZnO nanostructure arrays are a promising platform 
for electrochemical and optical sensing in aqueous solutions. The full and effective use of the 
sensor working surface can be ensured only under the condition of complete wetting of the 
nanostructured layer. Therefore, it is important to take into account the peculiarities of the wet-
ting process of a specific morphology of nanostructures. 

Keywords: Electrochemical impedance spectroscopy, nanostructures, water contact 
angle, wettability, ZnO.
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1. INTRODUCTION

ZnO nanostructures have attracted con-
siderable attention over the past few years 
because of noticeable properties coupled 
with efficient flexibility in morphology. 
These fascinating properties make them 
highly desirable for applications in chemi-
sensors and biosensors, with good sensi-
tivity and low detection limits for different 
analytes [1]–[4]. As it is well known, bio-
sensors are instrumental analytical devices, 
which convert signals from molecular rec-
ognition elements into electrical or other 
types of signals, with the response being 
proportional to the target analyte concentra-
tion in the sample. ZnO nanostructures have 
large surface-to-volume ratios [5], [6] and, 
therefore, can deposit much larger amounts 
of bioanalytical materials on the nanostruc-
tures than on planar films, leading to an 
increase in signal intensity and sensitivity 
of the biosensor. Numerous methods for 
obtaining ZnO nanostructures, including 
gas phase [7] and solution phase methods 
[8], have led to the formation of structures 
with wurtzite lattices but different morphol-
ogies, which can be varied in diverse ways: 
by seed layers, acidity of growth solutions, 
various additives, or adjustment of other 
growth parameters [1], [9]. For sensor 
application, the optimal morphology is one 
that provides the maximum signal-to-noise 
ratio when examining the analyte under 
otherwise identical conditions. Therefore, 
achieving excellent sensitivity, selectiv-
ity, and reproducibility in analyte analysis 
is one of the main tasks in developing new 
and improved analytical methods.

Furthermore, electrochemical imped-
ance spectroscopy (EIS) is an effective 
method for detecting physical, chemi-
cal, and biochemical changes in the envi-
ronment [10]. This method is usable for 

manufacturing immunosensors [11], DNA 
sensors [12], glucose sensors [13], etc. 
When biomolecules (e.g., DNA, with 
an isoelectric point of 4.5) are deposited 
on ZnO nanostructures (isoelectric point 
of 9.5), interactions of the biomolecule-
nanostructure electronic subsystems occur, 
changing the local potential. The process 
of biochemical reactions on ZnO nano-
structures also leads to changes in electri-
cal parameters, reflected in the frequency-
dependent impedance of the system. Some 
authors argue that the change in resistance 
can be detected only at very small (about 
20 mm) distances above the electrode sur-
faces, requiring the spacing between the 
electrodes to be reduced to a few microns 
[14]. However, in other works, a significant 
change in impedance is observed on sensors 
where the interval between two adjacent 
electrodes is about a millimetre [15]. In our 
opinion, sensor sensitivity is largely deter-
mined by the morphology of nanostructures 
that interact with the analyte, the general 
geometry of the device, and the specific 
processes that take place on the electrode, 
as shown in our previous article [1]. Withal, 
changes in morphology can alter wetta-
bilities of pore surfaces. This phenomenon 
could be important in electrochemical sen-
sor and biosensor applications. 

The main focus of this study is to exam-
ine the influence of ZnO nanostructure mor-
phologies on the wettability and sensitivity 
of sensors based on EIS. By the term “sen-
sitivity,” we mean the value of the signal 
that is detected by the device resulting from 
processes occurring on the working surface. 
As a target substance, we choose distillate 
water, which does not chemically interact 
with ZnO; although, it can form structured 
monolayers at the ZnO-water interface [16], 
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[17]. Thereby, water, wetting the nano-
structured ZnO films, penetrates the gaps 
between the nanostructures. Penetration 
rate depends on a number of factors, includ-
ing shape, size, and density of nanostruc-
tures and surface conditions of ZnO, such 
as exposure to ultraviolet irradiation [18], 
[19]. Liquid penetration dynamics in the 
nanostructured film can be detected by EIS 
as the replacement of air in the voids by liq-
uid must lead to a change in the impedance 
of the system. This phenomenon is useful 
in biosensors for wastewater monitoring. 
Furthermore, water can be used as a solvent 
for various biological solutions [20], [21]. 
In this case, biomolecules settle on the ZnO 

surface and change the wetting conditions 
of the nanostructures with water, alter-
ing the penetration dynamics of the liquid 
into nanostructure pores and, accordingly, 
changing the system impedance. Therefore, 
the concentration of biomolecules in the 
solution can be determined from the imped-
ance change of the system. In addition, this 
method allows the saturation point (moment 
in time when the liquid completely fills air 
pockets of the nanostructured surface at the 
contact site) to be determined. In this paper, 
we describe the change in impedance of the 
system as a result of water penetration into 
depths of nanostructured films with differ-
ent morphologies.

2. EXPERIMENTAL

2.1. Materials

Zinc nitrate hexahydrate (Zn(NO3)2∙6H2O; 
≥99.0 % CAS Number: 10196-18-6), zinc 
acetate (Zn(CH3COOH)2∙2H2O; ≥99.0 %, 
CAS: 5970-45-6), hexamethylenetetramine 
(C6H12N4; HMTA, ≥99.0 %, CAS Number: 
100-97-0), and urea (NH2CONH2, ≥99.0 %, 
CAS Number: 57-13-6) were purchased 

from Sigma Aldrich Co. All chemicals are 
analytical grade and used as received with-
out further purification. Deionized and dou-
ble-distilled water was self-made in the labo-
ratory. Distilled water was purchased from 
Delfin Group.

2.2. Synthesis of ZnO Nanostructures

In this research, six different morpholo-
gies of ZnO nanostructures such as nanon-
eedles, small diameter rods (thin rods), large 
diameter rods (thick rods), nanotubes, plates 
and a plain thin film were selected for the 
study of the wetting processes. Standard 
microscope slides (76x26 mm) were used 
as samples substrates. First, 250 nm of chro-
mium was deposited by DC magnetron sput-
tering through a patterned gate metal shadow 
mask onto pre-cleaned glass substrates by the 
LAB18 thin film deposition system (Kurt J. 

Lesker, USA). As a result, planar concentric 
Cr electrodes of 500 μm in width and 500 
μm in spacing without galvanic contact were 
obtained (Fig. 1(6)). Secondly, the seed layer 
was prepared by coating Cr electrodes with 
zinc acetate solution in ethanol at 25 mmol 
concentration through the patterned shadow 
mask (made of metallic and rubber liners 
(gaskets), then washed with pure ethanol and 
dried in a nitrogen stream. The procedure 
was repeated three times and then samples 
were calcinated at 200 °C for 30 min and 



33

slowly cooled to room temperature.
Following seeding onto metalic elec-

trodes ZnO nanostructures were grown by 
a hydrothermal method [22]. Generally for 
ZnO nanostructure synthesis zinc nitrate 
hexahydrate and hexamethylenetetramine 
aqueous solution are commonly used.  Here, 
Zn(NO3)2 serves as a source of Zn2+ ions, 
water – a source for O2- ions, and HMTA acts 
as a slowly decomposing weak base, which 
maintains the weakly alkaline environment 
in the solution and provides the desired 
amount of OH- ions. A glass vessel with a lid 
was used as a chemical bath that was placed 
in a programmed Linn High Therm (Ger-
many) oven preheated to 90 °C. The ZnO 
seeded substrates were placed at an angle 
against the vessel, with the seed layer facing 
down. Depending upon the concentration of 
the reactants and the temperature of growth, 
the formation of ZnO nanostructures with 
different morphology was observed.

Thick rods: ZnO nanorod arrays were 
synthesized in 0.1M equimolar aqueous 
solution of zinc nitrate hexahydrate and 
HMTA at 90 °C for 3h.

Thin rods: For obtaining thin rods 
0.05M Zn (NO3)2 + 0.2M HMTA solution 
were used. The growth process was carried 
out at 90 °C for 3h.

Tubes: ZnO nanotubes were obtained 
by using a self-selective etching method 
with lowering temperatures of growth dur-
ing the hydrothermal process. This method 
is based on pH level change after a decrease 
in growth temperature [23]–[27]. For the 
experiment 0.2M equimolar Zn(NO3)2 and 
HMTA concentration were used. At the first 
stage, in relatively short time (3h) at 90 °C 
temperature the growth process of ZnO 
nanorods intensively occurs in both lateral 

and axial directions. At the  second stage at 
50 °C in a significantly longer time period, 
compared to the first stage (18 h), the aging 
process occurs: ZnO metastable planes are 
etched with residual chemicals of growth 
solution.

Needles: As indicated above, the main 
role of HMTA is to provide OH- ions; there-
fore, it was hypothesized that increasing the 
HMTA concentration in growth solution 
would cause the pH increase without the use 
of an additional chemical, like ammonia or 
hydroxides. ZnO nanoneedles arrays were 
synthesized in 0.05M Zn (NO3)2 + 0.2M 
HMTA solution at 90 °C for 3h.

Plates: This morphology was obtained 
by replacing HMTA with urea, which pro-
moted lateral growth and inhibited growth in 
the axial (c-axis) direction during the hydro-
thermal synthesis process. As a result, the 
total surface area of (0002) planes increased, 
but the lateral surface area decreased. 2D 
plate-like ZnO nanostructures were grown in 
aqueous solution of 30 mM zinc nitrate and 
0.5M urea at 90 °C for 3h. After hydrother-
mal growth samples were annealed at 250°C 
for 2h, in order to calcine the obtained zinc 
carbonate to ZnO. 

After hydrothermal growth, all obtained 
samples were thoroughly washed with dis-
tilled water in order to remove traces of the 
growth solution from the surface of nano-
structures. Then, the samples were dried in 
oven for one hour at a temperature of 90°C in 
order to get rid of residual water accumulated 
on their surface and in the space between the 
nanostructures.

The unstructured 150 nm thick ZnO 
film was obtained by magnetron sputtering 
(MS) mode in Kurt J. Lesker LAB 18 sput-
tering system. 

2.3. Characterization

The surface morphology and structural 
properties were studied using a scanning 

electron microscopy (SEM, TESCAN-
VEGA LMU II operated at 30kV). 
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Surface wettability of obtained ZnO 
thin films was identified by measuring the 
water contact angle (WCA) at ambient tem-
perature using the sessile drop method by 
an optical microscope (Motic BA50-X). A 
3 μL droplet of distilled water was placed 
on the sample surface, and digital images 
of the droplet silhouette were captured with 
the implemented camera every minute for 
10 minutes. The WCA was determined 
using the Motic Images Plus image pro-
cessing software. An average of five mea-
surements, performed at different spots on 
the same sample, was adopted as the WCA. 
Surface roughness and surface coverage of 
nanostructures were analysed with ImageJ 
Analysis software. 

Additional experiments were carried 
out to determine the impact of surface mor-

phology on the wetting dynamics by EIS. 
Electrochemical measurements were per-
formed at room temperature with a Ver-
saSTAT 3 (Princeton Applied Research) 
potentiostat/galvanostat. Structures of the 
electrical measurement cell and electrodes 
are shown in Fig. 1. ZnO-coated Cr elec-
trodes were used as the counter and work-
ing electrodes. A drop of the target liquid 
(250 μl) was pelleted on the cell with the 
electrodes, and the dependence of the phase 
shift on frequency was measured immedi-
ately and repeated every minute for 10 min-
utes. An average of eight independent mea-
surements, performed at different spots on 
the same sample, was adopted to establish 
dependency between wetting dynamics and 
surface structure of all ZnO nanostructure 
morphologies. 

Fig. 1. Structure of the electrical measurement cell (left) and electrodes (right). The measurement cell consists 
of the following parts: a corps (1), an interlayer (2) with push-in contacts (3), a sealing rubber mask (4) with 

replaceable plastic cylinders (5). Sample (6) consists of four electrodes, which allow four independent analyte 
measurements to be performed consistently [1].

3. RESULTS AND DISCUSSION

3.1. Wettability versus Surface Morphology

Surface morphologies of the prepared 
samples were characterised using SEM. 
Figure 2 demonstrates six different types of 

ZnO nanostructures: nanoneedles (Fig. 2a), 
small diameter rods (Fig. 2b), large diame-
ter rods (Fig. 2c), nanotubes (Fig. 2d), plates 
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(Fig. 2e), and a thin 150 nm MS layer (Fig. 
2f). As seen in Fig. 2, the nanoneedle array 
was not aligned. The average diameter of the 
base stems and their heads were around 350 
and 60 nm, respectively. The average length 
of the ZnO nanoneedle stems was around 1 
μm. ZnO nanorod arrays and nanotubes with 
hexagonal structures were preferentially 
oriented towards the c-axis perpendicular 
to the glass substrate. The smaller nanorods 

had an average diameter of ~100 nm, while 
larger nanorods and nanotubes were around 
1 μm. The ZnO nanoplates were very dense, 
with thicknesses of approximately 300 nm. 
The nanoscale roughness on the film sur-
faces reduced the contact area between the 
solid and droplet; thereby, a large amount 
of air was entrapped into the space below 
the droplet, effecting the wettability of the 
surface. 

 

Fig. 2. Morphology of ZnO thin films: (a) nanoneedles, (b) thin rods, (c) thick rods, (d) nanotubes, (e) 
nanoplates, and (f) the MS thin film.

Myo Tay Zar Myint et al. point out 
that for homogeneous, unstructured, and 
untreated ZnO thin films, consisting of 
many chaotically oriented nanocrystallites, 
the intrinsic WCA is 26±3○ [28]–[31]. Some 
other articles refer to different WCA val-
ues, which are, in general, smaller than 50○, 
indicating the hydrophilic nature of the ZnO 
surface [32]. However, in the case of nano-
structured ZnO thin films, the surface can 

exhibit both hydrophobic and hydrophilic 
behaviour depending on the nanostructure 
parameters, and the transition from hydro-
philic to hydrophobic conditions can be 
realised by micro- and nanostructuring of 
the surface [33]–[38].

In our opinion, there are two main fac-
tors that determine the wettability of an 
individual sample: the surface coverage of 
the nanostructures (percentage ratio of the 
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solid phase and voids) and the nanostruc-
ture morphologies, which determine the 
number of active sites capable of binding 
hydroxyl groups. The first hypothesis has 
also been proven in previous work [28], 
which indicates the possibility of changing 
the wettability of the ZnO surface by micro/
nanostructuring [39]. As mentioned in the 
article, surfaces with nanostructure cover-

age areas less than 39 % show hydrophobic 
character, and the classical Cassie–Bax-
ter criteria can be applied to the so-called 
“Fakir” surface (Fig. 3a) [28], [40]. How-
ever, for high solid area fractions (>40 %), 
the surface was completely wet, and water 
penetrated into the pores. In such a case, 
Wenzel gave a wettability description of the 
films (Fig. 3b). 

Fig. 3. Schematic illustration of (a) Cassie–Baxter and (b) Wenzel regimes.

These hypotheses have also been con-
firmed in our experiment, where samples are 
represented by several rod-type nanostruc-
tures that differ in size and, respectively, in 
the degree of surface coverage (Figs. 2a–d). 
Figure 4 shows the dependence of the wet-
ting angle on the time for each morphol-
ogy. The highest WCA value was observed 
for ZnO nanoneedle (Fig. 2a) arrays: 127° 
at the beginning of the measurement and 
70° after 10 minutes (Fig. 4, red curve). 
The surface structure of this sample can be 
characterised by the lowest degree of sur-
face coverage (23 %). The hydrophobic 
effect was also enhanced by the existence 
of the ‘fakir’ or ‘lotus’ surfaces, when the 
interaction between the droplets and solid 
surface was reduced to the point contact 
because of the needle-like nanostructure 

shapes. In the case of thin rod shaped nano-
structures (Fig. 2b), an increase in surface 
coverage to 38 % was observed, promot-
ing a decrease in a wetting angle and total 
omission of the graph for angle-time depen-
dence indicating a decrease in hydrophobic 
properties compared to nanoneedles. The 
value of the wetting angle changed from 
86° to 57° within 10 minutes (Fig. 4, blue 
curve). The decrease in the initial WCA 
value compared to nanoneedles may be 
explained by the increase in contact surface 
due to the flat top of the nanorods, leading 
to a stronger interaction between the water 
and solid surface. In the case of thick rods 
(Fig. 2c), the surface coverage increased up 
to 87 %. Therefore, in contrast with previ-
ous rod-shaped morphologies, hydrophilic 
surface behaviour was observable; the wet-
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ting angle did not exceed 19° at the starting 
point or 7.5° after 10 minutes (Fig. 4, green 
curve). In the case of the MS thin film (Fig. 
2f), the WCA was 44° at the starting point 

and remained almost constant over time 
(Fig. 4, black line). Minor changes may 
have been caused by slight spreading of the 
droplet on the surface.

Fig. 4. WCA changes over time for different ZnO nanostructure morphologies. 

Comparing large diameter nanorod and 
MS thin film wetting angle values, a dif-
ference of 30° was observed for the start-
ing point of the wetting angle with only 
a very small surface coverage difference 
between the two samples (≈10 %). This 
difference indicates a stronger interaction 
between the liquid and solid surface for 
the nanostructured sample. Importantly, 
the surface coverage is influential but is 
not the only factor that determines surface 
wetting; nanostructure morphology also 
accounts for significant contributions. As 
it is known, ZnO nanostructures have the 
form of a hexagonal prism, in which the 
two most significant plane groups can be 
distinguished. The first group includes non-
polar side {1010} planes, containing both 
zinc ions and oxygen and being electrically 
neutral and chemically stable. The second 
group includes metastable polar {0001} 
planes, consisting of either oxygen ions or 
zinc ions (Zn-terminated or O-terminated 
planes), which have an electric charge and 
are chemically more active. The structure of 
the MS thin film can be described as a set of 
randomly oriented crystallites. Meanwhile, 

the nanorod array (nanostructured sample) 
is compositionally arranged and, in a hori-
zontal plane, is represented by a metastable 
plane [0002], containing a large number 
of active adsorption bonds on its surface. 
An important role of this plane was also 
confirmed by WCA measurements of ZnO 
nanoplate arrays, for which, considering 
the preferential growth direction, this plane 
was dominant. This morphology showed 
the hydrophilic behaviour and even smaller 
contact angle values than in the previous 
case: 12º at the beginning of the experi-
ment and 3º after 10 minutes (Fig. 4, yel-
low curve). This indicates that both cover-
age and nanostructure morphology play an 
important role.

In particular, the ZnO nanotube mor-
phology (Fig. 2d) deserves special atten-
tion. Despite the low percentage of surface 
coverage by these nanostructures (40 %), as 
well as a decreased total area of the [0002] 
plane, this morphology revealed strongly 
hydrophilic behaviour: 40º at the beginning 
of process and 17º after 10 minutes (Fig. 
4, pink curve). This phenomenon could be 
explained by the presence of a large num-
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ber of active adsorption centres that are 
related to structure defects formed on the 
inner walls of nanotubes during the etching 
process. Such centres have higher adsorp-

tion energy values compared to non-polar 
centres and provide stronger interaction 
between water and solid. 

3.2. Analysis of the Wetting Process by EIS

The aim of this study is to describe the 
usage of EIS as an alternative method for 
analysing the wetting processes of nano-
structured surfaces. This technique makes 
it possible to describe, with great accu-
racy, the wetting processes, not only on 
the surface, but also in the volume of the 
nanostructured layer due to changes in the 
sample resistance in the process of filling 
the pores with liquid. Furthermore, this 
method allows us to track dynamics of the 

wetting process for each morphology, as 
well as determine the saturation time, i.e., 
the moment in time where complete wetting 
of all structures occurs. Also, this method 
allows us to describe the dynamics of inter-
mediate processes that occur during wetting 
and the transition from the Cassie-Baxter 
model at the beginning of the process to the 
Wenzel model at the end, when all nano-
structure voids are completely filled with 
water.

Fig. 5. EIS spectra for the wetting process for different ZnO nanostructure morphologies.

Figure 5 shows the phase dependence 
curves over time for two hydrophobic 
(upper row) and two hydrophilic (bottom 
row) ZnO nanostructure morphologies. As 
can be seen, the wetting process is uneven 
and non-linear. In the first few minutes, 

there is a large difference between the 
phases of adjacent curves. However, over 
time, this step decreases until the phase dif-
ference becomes minimal, and the curves 
coincide. This moment can be defined as 
the moment of saturation, which character-
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ises complete wetting of the nanostructured 
sample. As expected, in the case of hydro-
phobic surfaces, the dynamics of phase 
change is more readily expressed, and the 
saturation state is characterised by a longer 
time interval (7–9 minutes). In the case of 
hydrophilic surfaces, the saturation occurs 
much faster (2–4 minutes), and the phase 
value changes are smaller.

To better understand the degree of 
hydrophobicity of the structures, the graph 
of the relative change in impedance ver-
sus time is very descriptive (Fig. 6). This 
curve characterises the change in imped-
ance of the full system relative to the zero 
point, which corresponds to the beginning 
of the measurements and characterises the 
amount of liquid absorbed by the entire vol-
ume of the nanostructured sample. In the 
case of the plain film, the relative changes 
in impedance are minimal and occur only 
due to absorption of liquid by small irreg-
ularities arising from the polycrystalline 
structure of the sample. For large diameter 
rods, the relative changes in impedance 
are caused by the penetration of water into 
the voids between nanostructures. How-
ever, as the oriented nanorods are dense 
and the voids are narrow, the dynamics 
is poorly expressed. In the case of nano-

plates, there is a slight increase in relative 
impedance changes over time. The relative 
changes in impedance do not exceed 12 % 
and the rapid wetting is caused by both a 
decrease of surface coverage (increase in 
porosity) and an increase in the total area 
of   the metastable [002] plane. At the begin-
ning of the measurement, voids are almost 
completely filled with water, so in case of 
hydrophilic nanostructures further imped-
ance values practically do not change over 
time. For nanotubes, the wetting process 
is significantly slower than for nanoplates 
and thick rods and is mainly provided by 
cavities in the nanostructures reducing the 
degree of surface filling compared with 
the same diameter nanorods. However, the 
morphology still shows hydrophilic proper-
ties due to the presence of a large number of 
structural defects formed on the inner walls 
during etching process which prevent the 
manifestation of completely hydrophobic 
properties. This fact shows good confor-
mity with theory and WCA measurements 
described in Section 3.1. For small diam-
eter nanorods and nanoneedles, the rela-
tive increase in impedance is caused by a 
decrease in the surface coverage, correlat-
ing well with WCA measurements (Fig. 4). 

Fig. 6. Relative change (in %) of the impendance module |Z| versus time for different ZnO nanostructure 
morphologies (as indicated in the legend) at 280 kHz.



40

4. CONCLUSION

The surface of nanostructured ZnO thin 
films exhibits both hydrophilic and hydro-
phobic wetting behaviour, depending on 
nanostructure form, size, and orientation. 
ZnO nanoneedles with WCAs of 127º at the 
beginning of the experiment, as well as thin 
nanorods with WCAs of 86º, are hydropho-
bic. In contrast, ZnO thin film (44º), thick 
nanorods (19º), nanoplates (12º), and nano-
tubes (40º) exhibit hydrophilic behaviour. 

We have demonstrated the possibility of 
investigate wetting processes by EIS. With 
great accuracy, this technique describes both 
surface wetting and processes occurring 
at the volume of the nanostructured layer. 
Thus, this method allows us to describe 

dynamics of the wetting process when the 
Cassie-Baxter wetting model at the begin-
ning of the process is gradually replaced 
with a Vensel model at the end of the pro-
cess, thus facilitating the determination of 
the saturation value (moment in time when 
liquid completely fills air pockets of the 
nanostructured surface). In cases of hydro-
phobic behaviour, saturation occurs within 
7–9 minutes, but hydrophilic morphologies 
are fully wetted within 2–4 minutes. 

The results obtained by EIS corre-
spond to the results obtained by the optical 
method.
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To evaluate potential utilization of semiconductor optical amplifiers (SOAs) as a wide-
band amplification alternative to erbium doped fibre amplifiers (EDFAs) in dense wavelength 
division multiplexed (DWDM) coherent systems, the authors discuss changes in power con-
sumption levels required for a single bit transmission. The research evaluates the power effi-
ciency parameter for WDM transmission systems using both amplification schemes – EDFAs 
that utilise standard C-band and SOAs assuming 75 nm amplification spectral band. The power 
efficiency levels have been estimated for five transmission spans with maximal distance of 640 
km. The standard 50 GHz channel spacing has been chosen for both system configurations to 
allocate 100 Gbps dual-polarization quadrature phase shift keying (DP-QPSK) optical signals. 
The simulation schemes are described along with the critical parameters, derived from the 
recent relevant studies that should be taken into account considering usage of SOAs as in-line 
amplifiers. 
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1. INTRODUCTION

To fulfil continuous Internet and mobile 
traffic demand that is dictated by a globally 
growing number of internet users, high-
dense applications, connected devices to 
the IP networks and machine-to-machine 
(M2M) connections, such as the Internet 
of Things (IoT) [1], several advanced tech-
niques have been proposed in recent years 
to increase spectral efficiency and capacity 
of coherent multi-span wavelength division 
multiplexed (WDM) transmission systems. 
Among others, these include high cardinality 
shaped constellations, single-channel digital 
nonlinear compensation, and adaptive-rate 
capacity approaching forward error correc-
tion codes [2]–[4]. On the other hand, maxi-
mization of the spectral efficiency and capac-
ity is tightly linked with the system energy 
consumption due to the necessity to maintain 
a specific quality of transmission (QoT) level 
for proper system functioning. The combina-
tion of these two factors defines a constant 
trade-off between efficient utilization of an 
available bandwidth and power required 
for a signal transmission through the optical 
fibre link, which raises ecological concerns 
for operators, such as carbon footprint pro-
duced by the entire sector of information and 
communication technologies (ICT), which is 
~1.4 % of overall global emissions [5]. 

The total capacity per single-mode fibre 
span fundamentally is limited by the physi-
cal properties of the optical fibre, such as 
fibre losses, Kerr nonlinear coefficient, and 
dispersion coefficients, and by the optical 
amplifier bandwidth and noise figure (NF) 
parameters. This has determined the high 
potential of EDFA utilization as in-line opti-
cal amplifiers due to its relatively low NF 
and amplification bandwidth, which cor-
relates with the lowest fibre losses within 
optical C-band. Nevertheless, the limited 

capacity of C-band cannot fulfil continu-
ously growing traffic demand in core net-
works since current technologies will soon 
reach the limits set by the information theory 
and the physics of optical signal propaga-
tion through the optical fibre [6]. In the past 
decade, in order to extend total throughput, 
several solutions were designed to combine 
C and L spectral bands for WDM transmis-
sion systems. Recent studies have evaluated 
the C+L EDFAs [3], [7] and Raman ampli-
fication [8] providing optical bandwidth 
about 9 THz, but these methods still have 
their deficiencies, such as Raman amplifier 
distributed amplification and higher energy 
consumption. The above-mentioned traf-
fic demand increment and existing system 
drawbacks have stimulated studies devoted 
to the examination of SOA as a more inte-
grated and low-cost alternative. It has been 
demonstrated that SOA amplification band-
width can reach up to 120 nm [9]. Also, 
the nonlinear impairments of SOAs can be 
reduced by different time variations of the 
optical signal envelope due to the present use 
of combined amplitude and phase modula-
tion formats and dispersion unmanaged fibre 
spans. In 2017 and 2018, the specific WDM 
system design was demonstrated, which 
used custom designed in-line ultra-wideband 
SOAs with about 100 nm continuous opti-
cal amplification band [10], [11]. Addition-
ally, the numerical investigation [12] was 
performed and the theoretical model [13] of 
SOAs as in-line optical amplifiers was devel-
oped, which provided useful guidelines for 
parameter definition for the current study 
and motivation to reconsider SOAs for in-
line amplification techniques within DWDM 
systems in terms of higher power efficiency, 
low costs and wide amplification range.
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2. EXPERIMENTAL

The information collection and process-
ing methodology remains similar and has 
been described in more detail in previous 
studies [14], [15]. Only input data and sys-
tem parameters have been changed in accor-
dance with the aims of the present research. 
Therefore, we devote more attention to 
parameter definition rationale. At the first 
step, we simulated DWDM transmission 
links with EDFA and SOA amplifications 
for several transmission lengths using the 
RSoft OptSim Sample-mode environment, 
WDM component datasheets and outcomes 
of recent studies with regard to specific 
SOA parameter definitions. The designed 
transmission system does not incorporate 
FEC (forward error correction) schemes; 
therefore, the main aim of this step was to 
reach Q factor level higher than 16 dB at 
a receiver, which corresponded to 10-9 bit 
error ratio (BER), which was measured at 
the most degraded channel – central chan-
nel.  By reaching the required Q levels for 
a different number of fibre spans, during 
the next step the analytical model was cre-
ated in Matlab environment for the power 

consumption, system capacity and power 
efficiency calculations, defining power 
consumption values from available WDM 
component datasheets. 

To simulate optical signal propagation 
through the DWDM fibre link with differ-
ent amplification techniques, we composed 
nine transmission channels spaced (Δf) 
by 50 GHz and utilising 100 Gbps dual-
polarization quadrature phase shift keying 
(DP-QPSK) modulation. Simplified system 
design is shown in Fig. 1. 

Fig. 1. Simplified DWDM system design for Q 
factor evaluation.

Transmitter model is displayed in Fig. 2. 

Fig. 2. 100 Gbps DP-QPSK transmitter model.

The central wavelength was set for 
193.0 THz, instead of standard 193.1, in 

order to consider possible additional distur-
bances, e.g., higher fibre losses [16].  The 
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continuous wave (CW) laser source was 
divided into four constant 0 dBm beams, 
each was managed by 25 Gbps pseudo-ran-
dom bit generators through electrical pulse 
generators and amplitude modulators. Fur-
ther, 90° phase modulation was performed 
on two modulated optical beams and after 
phase modulation two signals with orthogo-
nal phases were combined for further polar-
ization modulation. All four optical signals 
were combined and transmitted through the 
two-sided optical Gaussian filter; – 3 dB 
bandwidth equals to 35 GHz.

The rationale for channel number was 
defined by the non-linear distortion statis-
tical calculation [17], which showed that 
the impact of the non-linear cross-phase 
modulation (XPM) on specific transmission 
channel reached ~97 % of its maximum 
from four subsequent channels at both sides 
of the spectral band. The generated and 
combined optical signals are then amplified 
either by EDFA amplifier model with fixed 
output power of 14 dBm and NF = 4.5, or 
by SOA model with 8 dBm signal gain,  

NF = 8 and 14 dBm typical saturation 
power (Psat). 

From [12], it should be noted that SOA 
performance can have two regimes – static, 
assuming no gain fluctuations, and dynamic. 
Static regime can be found as follows (1):

 
 (1)

where h(t) is the SOA gain exponent, G0 is 
the SOA small signal gain and Pin(t) is the 
SOA input power. 

From (1), we can extract two different 
cases – linear, when Pin « Psat and non-lin-
ear, when the Pin(t) approaches the satura-
tion power Psat of SOA, which decreases the 
level of static gain. The degradation exam-
ples of SOA static gain exponent caused by 
nonlinear distortions are depicted in Fig. 3 
by solving SOA gain equation using the 4th 
order Runge Kutta method. Two SOA satu-
ration powers were considered to illustrate 
different impact degrees [12]. 

Fig. 3. SOA gain reduction caused by input power.

Dynamic regime, in its turn, pre-
sumes the Pin(t) and h(t) oscillate around 
their medians Pin_av (2) and hav (3): 

 (2)

 (3)

In the dynamic regime the SOA gain, 
considering few approximations [12], can 
be expressed as follows (4):
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 (4)

where τc refers to carrier lifetime.  From Eq. 
(4), it can be concluded that the dynamic 
SOA gain (gain fluctuation) does not take 
place in the linear regime (Pin(t) « Psat). Nev-
ertheless, it should be noted that in the non-
linear state the gain fluctuations are affected 
by the signal envelope oscillations in the 
SOA input. This raises additional consid-
erations and points to the sensitivity of the 
SOA nonlinearities to modulation formats 
using time-varying power envelopes [12] 
and provides the rationale for signal modu-
lation choice in this research. As an exam-
ple, to depict correlation between input and 
saturation power relation and Q level, it can 
be calculated that if the input power takes 
two values of 0 dBm and 5 dBm with 6 
dBm saturation power, the Q2 level reaches 
12 dB and 5 dB, respectively (ΔQ2 = 7 dB). 
It should be mentioned that SOAs with the 
higher saturation power are less exposed to 
the adverse non-linear distortions [12]. 

The above-mentioned relations deter-
mined the 40 km optical fibre span (Ls) for 
SOA system, since the operation around 
14–16 dBm power for higher fibre span losses 
could adversely impact the spectral shape of 

amplification curve and, as a result, overall 
system performance. This scenario needs to 
be studied in more detail separately in future 
research. 

Further, the amplified signal was 
launched into the optical fibre (using 40 km 
span for SOA systems and 80 km for EDFA 
systems), where loss α = 0.2 dB/km, effec-
tive area = 80 µm2, the dispersion coefficient 
D = 16 ps/nm/km, and the Kerr nonlinear 
coefficient γ = 1.26 1/W/km. Guided by the 
recent studies which evaluated signal trans-
mission quality by considering different SOA 
parameters and WDM transmission system 
configurations [12], [13], it was decided to 
compensate accumulated dispersion after an 
opto-electric conversion by the electronic 
dispersion compensation (EDC) module at a 
receiver side instead of optical fibre disper-
sion compensation module (DCM) incorpo-
rated directly after the transmission fibre link. 

At a receiver side, each signal was fil-
tered from a common optical flow by two-
sided Gaussian filter; -3 dB bandwidth was 
carefully tuned for each transmission length 
in order to define bandwidth value granting 
the highest transmission quality. Such evalu-
ation example for SOA system with Lp = 80 
km is depicted in Fig. 4. 

Fig. 4. Optical Gaussian filter tuning.
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Further, 100 Gbps DP-QPSK signal 
was divided into four 25 Gbps signals by 
4 by 4 QPSK split combiner, based on their 
phase and polarization and then converted 
by PIN photodetectors into electrical sig-

nals, passed through Bessel filter, EDC 
and detected by Q estimator and electrical 
scope. Receiver block diagram is shown in 
Fig. 5. 

Fig. 5. 100 Gbps DP-QPSK receiver model.

The transmission length was simu-
lated by using an iteration loop feature and 
specifying a number of fibre spans (Nsp) 
for EDFA and SOA amplification systems. 
In this study, we simulated 5 transmission 
lengths – 80 km, 160 km, 240 km, 320 km 
and 640 km and for each we found a set of 
parameters to fulfil Q level requirement >16 

dB using standard channel spacing Δf = 50 
GHz. It strengthened the assumption that 
SOAs could be used as alternative amplifi-
cation devices instead of EDFAs, maintain-
ing the same frequency grid, which in its 
turn could make strategic implementation 
more feasible.

3. RESULTS AND DISCUSSION

During the next step, the analytical 
model was designed within Matlab envi-
ronment. Considering channel granularity 
Δf=50 GHz, the utilized bandwidths were 
defined separately for EDFA, which was 
standard C-band (1530–1565 nm) with 86 
channels (Nch_edfa), and for SOA amplifica-
tion systems – 1530–1605 nm, excluding 
wavelengths from 1565 nm to 1569 nm due 
to a lack of available laser sources in the 
transition interval between C and L bands 
[12], having 182 transmission channels 
in total amplified by SOAs (Nch_soa). Such 
allocation resulted in ≈ 2.12 times greater 
transmission capacity (18.2 TBit/s) and 7 % 
higher spectral efficiency compared to EDFA  
(SE = 2.10 and 1.96 bit/Hz, respectively).

Further, the power consumption levels 
were defined based on available component 
datasheets: for DP-QPSK transceivers Ptx = 
19 W, SOA Psoa_amp = 4 W and EDFA power 
consumption Pedfa_amp = 30 W. Now the 
power efficiency values can be calculated 
and compared (5) (Figs. 6 and 7). 

 (5)

where X refers to specific parameter of 
either EDFA or SOA system, PEx – power 
efficiency [W/Hz], BWx – utilised spectral 
bandwidth [Hz], Px – total power consump-
tion [W]. 

 (6)
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Unlike results of the previous stud-
ies [14], [15], [18], power consumption of 
ROADM terminals was not included in total 
power consumption calculations, focusing 

on system components that required defin-
ing the amount of used power and empha-
sising signal generation and regeneration 
power needs.

Fig. 6. Power efficiency levels at the considered transmission distances.

Fig. 7. Relation of power efficiency levels for EDFA and SOA amplification systems.

4. CONCLUSION

Motivated by a growing number of 
studies focused on SOA performance eval-
uations as an alternative low-cost ampli-

fication component for DWDM systems, 
the main aim of this study was to evaluate 
the impact on the power efficiency levels  
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substituting EDFAs with SOAs, consider-
ing recent findings regarding SOA capa-
bilities and relevant analytical methods. To 
reach this aim, in the current research we 
evaluated and compared the power effi-
ciency levels in the proposed substitution 
scenario, when total capacity of EDFA-
amplified optical link, which utilised 86 
channels in C-Band, was doubled by usage 
of SOAs instead, providing 182 transmis-
sion channels due to wider amplification 
band. In both configurations, 100 Gbps DP-
QPSK transmission signals separated by 50 
GHz channel spacing were used. 

During the first simulation step, it was 
shown that considering correlation between 
non-linear distortions and ratio of semicon-
ductor amplifier input power Pin(t) and satu-
ration power Psat, it was possible to adjust 
transmission parameters in such a way to 
guarantee Q factor at the receiving node 
greater than 16 dB over 640 km fibre link. 

Further, based on the obtained results 
and available transmission system compo-
nent parameters, the power efficiency levels 
were calculated. The comparison of calcu-
lated values showed that the system with 
SOA amplification required less energy for 
a single bit transmission and that difference 
became more considerable for greater trans-
mission distances – from 1.6 % to 12.6 %, 
for 80 km and 640 km, respectively, prov-
ing that SOAs along with relatively low 
component costs, could grant additional 
ecological and financial benefits. 

It should be noted that, since this is 
the first step to assess energy consumption 
volumes for SOA amplified systems, sev-
eral potentially critical system parameters, 
physical impairments and hardware avail-
ability and compatibility questions are out 
of the scope of this research and must be 
analysed in future studies. 
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The auction allocation of state support quotas for renewable generation implementation 
that will change the existing incentive for their development by providing “green” tariffs to 
producers is based on competitive selection of the power plant projects with the least cost of 
electricity generation. The competitive advantage of solar photovoltaic power plant (PV sta-
tions) projects can be done by deciding what kind of equipment can provide the minimum cost 
of electricity generation during the period of operation. In the article, there is improvement of 
non-linear mathematical least-cost optimization model of the structure of PV-station equip-
ment using DC coupled battery energy storage system (BESS) to store the excess electricity 
of photovoltaic modules (PV modules), which is lost on inverters when they are overloaded 
during the hours of the highest intensity of solar radiation. The article presents the model-
ling results of overall operation of PV station with fixed power of PV modules, as well as 
determines optimal power of inverter equipment and battery capacity. The model calculations 
have shown that when the DC equipment costs of the PV station are reduced by almost 62 % 
and DC equipment costs of BESS are reduced by 86.7 % of the actual value in 2020 at the 
power of 10 MW PV modules, the optimal power of inverter equipment decreases from 7.08 to 
6.29 MW, and the storage capacity increases from 0.22 to 2.51 MWh. The use of BESS allows 
accumulating the amount of electricity produced by PV modules, which is lost with limitation 
on inverters, while the cost of their joint electricity production is decreased by 0.42 %.

Keywords: BESS, DC/AC overloading, levelized daily cost of electricity, nonlinear model-
ling, optimization, PV station.
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1. INTRODUCTION

In recent years, in Ukraine and in 
the world there is a sharp increase in the 
installed capacities of renewable energy 
source (RES) generation. It is related to 
the fact that the countries of the world are 
willing to promote sustainable develop-
ment with the transition to the “green” clean 
energy in order to achieve global climate 
goals of the Paris Agreement. According to 
the target indicators of the Energy Strategy 
of Ukraine [1], the development of gener-
ating capacities in the period from 2020 to 
2035 has to increase the share of RES in 
the total electricity production from 7 % to 
25 %.

Among all the RES, PV stations have 
the highest rate of implementation. It is 
due to the rapid development of this sector, 
because the PV equipment and the design 
of power plants are improved on a regular 
basis. PV modules become more powerful 
and efficient every year and their cost falls 
sharply.

In Ukraine, the legislative incentive for 
implementation of RES generation by pro-
viding high “green” tariffs brought about a 
high increase in the installed capacity of PV 
stations. As of the end of 2020, their total 
power was 5.36 GW, which was 9.8 % of 
the total Integrated Power System (IPS) of 
Ukraine capacity; compared to 2019, it was 
3.56 GW (6.7 %) and in 2018 – 1.22 GW 
(2.5 %) [2].

Along with such a rapid development, 
there is a number of problems related to 
further implementation of PV stations in 
Ukraine. Due to the specifics of PV stations 
to generate maximum power at noon and 
overall reduction of electricity consump-
tion from the beginning of 2020 in IPS of 
Ukraine, the government is forced to intro-
duce dispatch restrictions on power plants, 

including PV stations. This is due to insuf-
ficient flexibility of IPS of Ukraine with a 
significant share of baseload capacity.

High “green” tariffs for the RES pro-
ducers, imperfect payments for electricity 
on the new electricity market have led to 
considerable debt and the need to take spe-
cial measures in order to reduce these tariffs.

To overcome the non-payment crisis 
and to achieve the compliance of variable 
RES generation amount with the power sys-
tem capabilities at the legislative level, new 
competitive conditions for auction alloca-
tion of quotas for their construction have 
been adopted since 2019. The main aim of 
capacity distribution is to reduce the cost of 
electricity generated by RES. The quotas 
will be distributed among those auction par-
ticipants who will offer the lowest prices for 
the sale of electricity, which will be guaran-
teed to be paid to the producer.

Due to lower costs for implementation 
and maintenance of BESS to provide for 
more stable operation of power plants, their 
joint use with PV station is becoming more 
common.

The location of BESS at the site of the 
PV station as part of it has many advan-
tages, because in this case there is no need 
to allocate a separate land plot and to obtain 
permits for construction. When BESS oper-
ates together with the PV station, there is 
no need to install additional equipment, 
because it is possible to share power trans-
formers, electricity transmission lines and 
other equipment. In general, the total costs 
when installing BESS at the site of the PV 
station, as it is defined in the study related 
to cost indicators for the photovoltaic sys-
tems and the electricity storage systems [3], 
are 7–8 % lower than when they are located 
separately.
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Based on the size of the land for the 
construction of the PV station, the investor, 
focusing on a certain DC power of PV mod-
ules, should select AC power of the inverter 
equipment that will provide the lowest cost 
of electricity generation, which will give the 
corresponding benefits when participating 
in the auction for the allocation of quotas 
for the new construction of the PV station.

At present, a particularly important task 
is to find the ways for minimization of PV 
station electricity production costs. One of 
the methods of reducing electricity produc-
tion costs is to reduce AC power of inverter 

equipment at a fixed power of PV modules. 
As the results of the study [4] show, for the 
10 MW PV station, located in the south of 
Ukraine, the lowest cost is achieved with 
DC/AC ratio of 1.4. At the same time, when 
the inverters are overloaded with excess 
power of PV modules, part of electricity that 
has to be output to power system is lost. 

The aim of the study is to model an 
optimal least-cost structure of the PV sta-
tion equipment using BESS in order to 
accumulate and output excess power of PV 
modules, which is lost with limitations on 
inverters.

2. THEORY

Nonlinear mathematical model of opti-
mization of the PV station equipment struc-
ture [5] provides the choice of optimal AC 
power of inverter equipment with fixed DC 
power of PV modules to achieve the mini-
mal cost of electricity generation during 
their lifetime depending on the intensity of 
solar radiation. The performed model cal-
culations [5] showed the difference in the 
structure of PV station equipment for sunny 
and cloudy days at different levels of solar 
radiation. It means that the optimal struc-
ture of the PV station equipment is formed 
according to its geographical location, 
which is an important factor for the selec-
tion of equipment before the stage of par-
ticipation in the auction for the allocation of 
quotas for installed capacity.

Further improvement of nonlinear 
mathematical model of optimising the PV 
station equipment structure was conducted 
to determine the structure of PV station 
equipment using BESS for storage and 
output of the excess power of PV modules 
with DC/AC overloading, which was lost 
on inverters, the joint operation of which 
would provide for the minimal cost of out-

put electricity.
There are two main ways to connect 

BESS to PV station: AC coupled and DC 
coupled, each of them having its advantages 
and disadvantages. During construction of 
new power plants, it is better to use a DC 
coupled approach because in this case sav-
ing of generated and output electricity is 
from 1 to 4 % with joint operation of PV 
station and BESS as it is shown in the paper 
[6].

The joint operation of PV station and 
BESS means to connect batteries to the 
same busbars close to the central inverters 
together with PV modules. In this study, 
connection of BESS to PV station is done 
using a DC coupled approach. The simpli-
fied structure diagram is shown in Fig. 1. 
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Fig. 1. The simplified structure diagram of PV station and BESS.

The objective function of the improved 
model is to minimise the levelized daily cost 
of electricity generation (LDCOE) with the 
joint operation of PV station and the use of 
BESS in the saving mode of losses of elec-
tric power of PV modules on inverters dur-
ing their overloading. The total excess of 
PV module capacity, which is in excess of 
PV station inverter capacity, is accumulated 
in batteries with subsequent discharge dur-
ing the day.

LDCOE is determined by the ratio of 
the capital investment costs during imple-
mentation and the summary of operational 
costs during the whole period of PV station 
and BESS operation lifetime, which are 
reduced to the weighted daily average and 
to daily volumes of output electricity during 
the joint operation of PV station and BESS 
taking into consideration the level of solar 
radiation.

/( ) ( ) / ( ) min
DC DC DC DC AC DC AC AC BESS RT BESS BESS

PV BESS RT
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where LDCOE  is levelized daily cost of electricity when PV station and BESS operate 
together in the mode of saving electricity losses on inverters during their overloading, $/
MWh; DCP  is installed DC power of PV modules, MW; /AC DCx  is variable AC/DC ratio 
(inverse coefficient to DC/AC ratio); DCc  is specific daily capital expenditure (CAPEX) for 
DC power, $/MW; DCo  is specific daily operational expenditure (OPEX) for DC power, $/
MW; ACc  is specific daily CAPEX for AC power, $/MW; ACo  is specific daily OPEX for 
AC power, $/MW; BESSE  is excess electrical energy on inverters during overloading that 
accumulates in BESS, MWh; RTη  is round trip efficiency (RT) of BESS, share; BESSc  is 
specific daily CAPEX for BESS, $/MWh; BESSo  is specific daily OPEX for BESS, $/MWh; 

PVE  is generated electricity at the PV station and outputed into the power system, MWh.

The AC/DC variable ratio is determined 
as follows:

/
AC

AC DC
DC

Xx
P

= ,   (2)

where ACX  is variable installed AC power 
of inverters, MW.

For the variable power ratio of alter-
nating and direct current PV station in the 
model, the following restriction is set:

/0.5 1AC DCx< ≤ . (3)

The electrical energy output from the 
PV station to the power system is deter-
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mined according to the intensity of solar 
radiation entering the PV-modules, taking 
into account the power limit of inverters [5]:

1

T
PV PVout

t
t

E P t
=

= ⋅∆∑ , (4)

where T  is the number of measurement 
intervals in one day (for hourly schedule 
T =24); PVout

tP  is the value of the genera-

tion power at the PV station, which is issued 
to the power system during the time t during 
the day, MW; t∆  is the duration of one time 
period (hour).

The power supply of electricity from 
the PV station to the power system during 
time t is determined taking into account the 
limitation of inverter power depending on 
the level of solar radiation [5]:

/ /

/

,
,

DC AC DC DC DC AC DC
PVout t

t DC DC DC AC DC
t t

P x P I P x
P

P I P I P x
 ≥

=  <
, (5)

where tI  is intensity of solar radiation, relative units.

Excess electrical power on inverters 
during overloading is the BESS charging 

power. Therefore, the total accumulated 
electricity in BESS is defined as follows:

, (6)

where  is the BESS charging power 
during time t, MW.

BESS charging power is determined as 
follows:

. (7)

OPEX of PV station and BESS during 
their joint work, equal to operating life for 
PV station, is reduced to annual levelized 
cost using a capital recovery factor (CRF). 
The total costs are considered to be evenly 
distributed for each day during the year.

Since the BESS is connected to the 

PV station on the DC side, there is no AC 
component of the inverter equipment in its 
CAPEX and OPEX costs.

The specific levelized daily capital 
investment costs for PV station equipment 
and BESS are determined as follows [5]:

, (8)

where  is specific capital costs for 
PV station ($/MW) and BESS ($/MWh); 

 is specific discounted interest 

payments on loans ($/MW; $/MWh); CRF  
is capital recovery factor; 365  is the num-
ber of days per year.
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Specific capital costs for PV station and BESS are determined as follows [5]:

 ,  (9)

where  is specific costs on equipment ($/MW; $/MWh); , ,DC AC BESSEPC  is share of 
costs on engineering, procurement and construction (EPC) from CAPEX.

Specific discounted interest payments 
on loans are determined as follows [5]:

, (10)

where K
tc  is specific annual interest pay-

ments on loans attracted for investment 

($/MW; $/MWh); EPCT  is years of EPC for 
PV station and BESS; m  is a loan repay-
ment period (years); r  is a discount rate, %.

Specific levelized daily OPEX for DC 
and AC equipment of PV station and BESS 
is determined as follows:

, ,
, ,

1
1

/ 365
(1 )

DC AC BESSN
DC AC BESS

n
n

OMo CRF
r −

=

= ⋅
+∑ . (11)

where , ,DC AC BESSOM  is annual specific costs for operation and maintenance (O&M) for DC 
and AC equipment of PV station and BESS, $/MWh; n  is the current year of operation; N  
is the number of years of joint operation of PV station and BESS. 

3. RESULTS AND DISCUSSION

10 MW DC power PV station, which is 
located close to the geographical centre of 
Ukraine in Cherkasy region, was chosen for 
the model calculations. The data on inten-
sity of solar radiation were used from online 
resource PVGIS [7]. To study the territory, 

average data were received on intensity of 
solar radiation by the average value during 
the year.

Table 1 shows the technical and eco-
nomic indicators used in the LDCOE cal-
culations.

Table 1. Technical and Economic Data for Modelling

No Indicator Unit Value
1 Discount rate % 10.7
2 Share of investment costs covered by external loan % 70
3 Interest rate % 10.4
4 Loan repayment period years 4
5 Installed DC power of PV modules MWDC 10
6 Operating lifetime of PV station and BESS years 20
7 Construction period of PV station and BESS years 1
8 Share of EPC costs of PV station equipment costs % 14.0
9 Share of EPC costs of BESS equipment costs % 11.2
10 Round trip efficiency of BESS % 95.0
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The CAPEX inputs for PV station given 
in the study about the future utility-scale PV 
LCOE until 2050 in several European coun-
tries [8] were used to conduct simulation. 
They are taken into account as costs of DC 
equipment. Input costs are converted from 
euro into dollars according to the exchange 
rate of 1.24. The specific cost of АC equip-
ment is 215 $/kW with a similar trend going 
down in the coming years. OPEX inputs are 
taken from the study [8] with the breakdown 
in the percentage of costs for DC and AC 
equipment as 70 % and 30 %, respectively. 

The data on CAPEX for DC equipment 
of BESS, the main component of which is 
batteries, are taken from Bloomberg NEF 

[9] and additional costs at the level of 9.5 % 
are taken into account to provide their nor-
mal functioning (HVAC, lighting, fire pro-
tection system, software, etc.). OPEX costs 
for DC equipment of BESS are taken as part 
of the costs at the level of 77 % from the 
study [8]. Other costs (23 %) are not taken 
into account because it is assumed that 
these are the costs for BESS AC equipment, 
which are absent in case of a DC coupled 
approach. 

Table 2 shows the accepted input param-
eters and the obtained results of model cal-
culations of the optimal DC/AC ratio of PV 
modules and inverter equipment PV station 
with BESS and without BESS.

Table 2. Input Data and Optimization Results

No Indicator name Unit 2020 2030 2040 2050
Input data for PV station (DC part)

1.1 Specific CAPEX $/kW 534.0 341.0 253.0 203.0
1.2 Specific OPEX $/kW/a 7.6 5.6 4.3 3.6
1.3 Specific daily CAPEX $/kW 204.2 139.0 109.3 92.6
1.4 Specific daily OPEX $/kW 60.3 47.1 40.6 36.9

Input data for PV station (AC part)
2.1 Specific CAPEX $/kW 215.0 137.0 102.0 82.0
2.2 Specific OPEX $/kW/a 3.3 2.4 1.9 1.6
2.3 Specific daily CAPEX $/kW 82.1 55.9 44.0 37.2
2.4 Specific daily OPEX $/kW 17.9 12.5 9.8 8.3

Input data for BESS (DC part)
3.1 Specific CAPEX $/kWh 150.0 62.0 41.0 20.0
3.2 Specific OPEX $/kWh/a 3.7 2.2 1.6 1.4
3.3 Specific daily CAPEX $/kWh 56.23 23.24 15.37 7.5
3.4 Specific daily OPEX $/kWh 19.19 10.04 7.06 5.2

Results
4.1 DC/AC ratio (PV station and BESS) - 1.41 1.41 1.45 1.59
4.2 Inverter power (PV station and BESS) MW 7.08 7.08 6.89 6.29
4.3 BESS capacity MWh 0.22 0.22 0.62 2.51
4.4 Daily energy output of PV station MWh 52.23 52.23 51.84 50.05
4.5 Daily energy output of PV station and BESS MWh 52.42 52.42 52.40 52.31
4.6 PV station in total costs % 20.23 13.21 11.79 7.37
4.7 BESS in total costs % 79.77 86.79 88.21 92.63
4.8 LDCOE of PV station $/MWh 64.21 44.90 35.99 30.96
4.9 LDCOE of PV station and BESS $/MWh 64.28 44.87 35.94 30.83
4.10 Reduction LDCOE when using BESS % -0.11 0.07 0.14 0.42
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The results of the model calculations 
show that when the prices for batteries go 
down the capacity of using BESS is increas-
ing. When the specific costs of DC equip-
ment for the PV station decrease almost by 
62 % and the specific costs of DC equip-
ment for BESS decrease by 86.7 % of the 
actual value of 2020, the capacity of stor-
age increases from 0.22 to 2.51 MWh, and 
the optimized power of inverters reduces 
from 7.08 to 6.29 MW. The joint operation 
of the PV station and BESS in the mode of 
excess capacity of PV modules at the price 
of equipment as of 2050 provides minimum 
LDCOE, which is 0.42 % less than LDCOE 
in the operation of the PV station with 
losses when overloaded, and the additional 
use of 4.3 % of all the electricity supplied. 

When batteries are cheaper, their use at 
the PV station in the mode of saving losses 

of excess electricity produced at the PV 
modules becomes increasingly cost effec-
tive. As an example to increase their prof-
itability, it is better to send accumulated 
electricity from the batteries into the system 
when there is high demand and it is possible 
to sell it at a peak price. 

Figure 2 shows an example of the daily 
schedule of the joint operation of the PV 
station and BESS when charging batter-
ies during the period of maximum solar 
radiation according to the power limit of 
inverters taken into account in the optimi-
zation model. Discharge of batteries is done 
immediately after the end of the maximum 
of solar radiation according to the mathe-
matical model of the joint operation of PV 
station and BESS [10], using the obtained 
optimization results at storage capacity of 
2.51 MWh.

Fig. 2. The daily work schedule of joint PV station and BESS.

To save all the electricity produced by 
PV modules with limitations on inverters in 
the peak period of solar radiation, the zone 
of excess power of PV station is created 
(marked in red), which is a zone of charging 

batteries. The zone of battery discharge is 
created at once after lowering the maximum 
of solar radiation (marked in blue), taking 
into account losses during the reverse con-
version of electrical energy. 

4. CONCLUSIONS

Modern approaches to providing incen-
tive for the development of RES by means 

of auction system of quota allocation for 
installed capacity change the approaches 
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to implementation of new design for power 
plants. The main criterion of the auction 
system of quotas is to provide the electric-
ity generation cost during the whole opera-
tional life at the lowest competitive level. 
Given the inexhaustible source of solar 
radiation for PV stations with no compo-
nent of fuel consumption, it is possible to 
ensure minimum electricity production cost 
determining the optimal composition of its 
equipment in terms of the ratio of DC power 
of PV modules and AC power of inverter 
equipment. 

Taking into consideration the fact that 
when overloaded the inverters cannot trans-
mit all the generated electricity the restric-
tions are used for them. When limited, part 
of the generated electricity is lost. Although 
such measures reduce levelized cost, they 
also reduce the amount of electricity sup-
plied. That is why the nonlinear mathemati-
cal model for optimization of the structure 
of PV station equipment is improved using 
BESS DC coupled to save the excess power 
of the PV modules when overloaded. Dur-
ing the joint operation of the PV station and 

BESS, all the electricity generated at the 
PV modules, which was previously lost on 
the inverters when they were overloaded, is 
stored in the batteries and then output to the 
power system is provided.

Introduction of BESS in the PV station 
influences the optimal structure of its equip-
ment. When the battery prices are reduced, 
BESS capacity, which is needed to accumu-
late all the excess electricity on inverters, 
as a result of optimization is increased, and 
allows reducing the power of the PV station 
inverters.

As the results of modelling show, taking 
into account the changes of the dynamics 
of the specific costs until 2050, for PV sta-
tions with 10 MW PV modules the optimal 
power of inverters is reduced from 7.08 
to 6.29 MW, and accumulation capacity 
increases from 0.22 to 2.51 MWh. The use 
of BESS allows saving around 4.3 % of the 
total daily electricity supply, which was lost 
preciously due to limitations on inverters. 
This way the levelized daily cost of electric-
ity is reduced by 0.42 %.
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